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ABSTRACT: Continuous snow avalanche monitoring is essential to enable rapid responses to avalanche in-
cidents. However, existing satellite-based methods of remote avalanche detection are typically unsuitable for
ongoing monitoring due to long satellite revisit intervals and insufficient spatial resolution. This paper proposes
a novel approach to automating avalanche detection via analysis of webcam streams with deep learning mod-
els. To assess the viability of this approach, we trained convolutional neural networks on a publicly-released
dataset of 4090 mountain photographs and achieved avalanche detection F1 scores of 92.9 % per image and
64.0 % per avalanche. Notably, our models do not require a digital elevation model, enabling straightforward
integration with existing webcams in new geographic regions. The paper concludes with findings from an
initial case study conducted in the Austrian Alps and our vision for operational applications of trained models.
The code and dataset are available at github.com/j-f-ox/avalanche-detection.

Keywords: avalanche detection, avalanche monitoring, avalanche, snow avalanche, remote sensing, deep
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1. INTRODUCTION

Timely detection of snow avalanches is essen-
tial for urgent rescue operations and the swift en-
actment of safety measures around critical infras-
tructure in mountainous regions. Ongoing data
on avalanche occurrences also play an important
role in avalanche forecasting and informing risk
management strategies (Schweizer and Herwijnen,
2013). However, avalanche monitoring currently re-
lies heavily on field work (Hafner et al., 2022), which
not only exposes observers to avalanche-prone ter-
rain but also yields incomplete data with biases to-
wards easily accessible locations in fair weather
conditions (Eckerstorfer et al., 2016; Schweizer
et al., 2015). Remote sensing can address these
limitations by enabling the systematic collection of
data at scale.

Although prior research into automating
avalanche detection has focused on satellite
data, the lengthy intervals between satellite revisits,
which can span days, typically render them unsuit-
able for continuous monitoring. Satellite imagery
may also lack the requisite spatial resolution to
identify smaller avalanches (Hafner et al., 2021;
Eckerstorfer et al., 2016). To overcome these
disadvantages, we propose utilizing ground-based
web cameras (webcams) as a data source for
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ongoing remote avalanche monitoring.
This paper presents findings from an initial study

exploring the viability of automated avalanche de-
tection in webcam images. After reviewing re-
lated work (section 2), we describe the methodol-
ogy employed to train convolutional neural networks
(CNNs) on a publicly released dataset of avalanche
photographs (section 3) and analyze model perfor-
mance on unseen images (section 4). We then
outline a proposed workflow for operational applica-
tions of trained models and discuss the outcomes of
a preliminary case study conducted in the Austrian
Alps (section 5). Our conclusion considers study
limitations and directions for future work (section 6).

2. BACKGROUND

This section summarizes existing approaches to au-
tomated avalanche detection in visual data and dis-
cusses the potential that webcams offer as an un-
derutilized data source for avalanche monitoring.

2.1. Related Work

Early work into automated avalanche detection fo-
cused on images captured by airborne sensors
(Bühler et al., 2009; Lato et al., 2012). More re-
cent studies have identified avalanches in satellite
data using feature-based clustering (Vickers et al.,
2016; Eckerstorfer et al., 2019) and CNNs (Kum-
mervold et al., 2018; Sinha et al., 2019; Bianchi
et al., 2021; Hafner et al., 2022) with a particular
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Data Source Revisit Time (days) Study

Leica ADS40-SH52 –
Bühler et al. (2009)
Lato et al. (2012)

QuickBird 1 - 3.5 Lato et al. (2012)

Sentinel-1
6 - 12

Vickers et al. (2016)
Kummervold et al. (2018)
Sinha et al. (2019)
Eckerstorfer et al. (2019)
Bianchi et al. (2021)
Kapper et al. (2023)

SPOT 6/7 1 1 Hafner et al. (2022)

Table 1: A comparison of existing methods for automated avalanche detection in visual data. Aside from the
work of Lato et al. (2012) and Sinha et al. (2019), each model requires a DEM or a manual mask for every
input image which greatly complicates application to new areas.

focus on backscatter values. A comparison of these
methods and their associated data sources is pre-
sented in Table 1.

All of these studies utilize data sources that are
not continuously available, making them unsuitable
for ongoing avalanche monitoring. Moreover, most
of these methods require a DEM or manual mask
for each region of interest to exclude areas where
avalanches are unlikely to occur. Although this filter-
ing reduces the search space, it significantly compli-
cates application, especially in new locations, as a
suitable DEM or mask must be obtained and aligned
with each image.

We have identified two distinct approaches to
avalanche detection in previous work. In classifica-
tion-based approaches, models are trained to clas-
sify whether an entire image patch contains any
avalanches, whereas segmentation models seek to
outline each individual avalanche in a pixel-wise
manner. Consequently, image classification can be
seen as a simpler subtask of avalanche segmenta-
tion. Although segmentation models require more
detailed training data, they are then able to localize
multiple avalanches in a single image.

2.2. The Potential of Webcams

Webcam imagery has been used for automated
snow depth retrieval (Fromm and Adams, 2016),
tracking snow cover evolution (Valt et al., 2013),
and identifying snow and fog (Baumer et al., 2023).
In the domain of avalanche monitoring, Hafner
et al. (2023a) recently proposed a human-assisted
approach to avalanche segmentation in webcam
images, whereby computer-generated suggestions
are iteratively corrected by a human annotator.

1Source: docs.sentinel-hub.com/api/latest/data/airbus/spot/
accessed on August 31, 2023.

Moreover, some avalanche warning services man-
ually review webcam data to obtain an overview of
the current avalanche situation (Stucki, 2006).

However, to the best of our knowledge, no existing
studies fully automate avalanche detection in pho-
tographs taken from the ground. Our work, there-
fore, represents a novel approach in this domain.
Provided that webcam images are available within
a few minutes of an avalanche event, they hold the
potential to expedite response times for avalanche
events that pose risks to human life or critical infras-
tructure.

3. METHODOLOGY

We trained deep learning models to assess the fea-
sibility of automated avalanche detection in ground-
based visible-spectrum photography. A central ob-
jective was to ensure that the models could make
predictions without a DEM or knowledge of the cam-
era location, as this greatly simplifies their appli-
cation in new areas of interest. The models were
trained on a dataset of 4090 photographs taken in
the winters of 2000/2001 - 2021/2022 at 1276 loca-
tions throughout the Alps.2 Details about the dataset
annotations and model training are provided below.

3.1. Data Annotation

Domain experts can identify the avalanche release
mechanism in photographs due to distinctive visual
features. We chose to label training images by
avalanche release mechanism into the categories of
glide, loose-snow, and slab avalanche (denoted by
labels GLIDE, LOOSE, and SLAB). This multiclass an-
notation represents an extension of previous stud-

2The dataset is available at
researchdata.uibk.ac.at/records/h07f4-qzd17
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ies which only consider the presence or absence of
avalanches.

Labeling data by avalanche release mechanism
has two advantages: firstly, this provides more con-
textual information during model training. Secondly,
the resulting models are then able to predict the re-
lease mechanism in previously unseen images, of-
fering more detailed insights into the avalanche situ-
ation and providing value for avalanche forecasting.

Each image in the dataset was manually anno-
tated by avalanche experts,3 as is common prac-
tice in the domain of avalanche detection (Hafner
et al., 2023b; Bianchi et al., 2021). The annotators
outlined and classified each visible avalanche and
each image was subsequently assigned an overall
label corresponding to the release mechanism with
the most visible pixels (see Figure 1). A fourth over-
all label, NONE, was introduced to denote the 1071
images devoid of visible avalanches.

LOOSE

SLAB

Figure 1: An enlarged dataset image containing a
slab avalanche and three smaller loose-snow
avalanches. Annotators were instructed to outline
the entire avalanche from the release zone to the
accumulation zone to encompass all relevant visual
features. The image has overall label SLAB as this
release mechanism has the most visible pixels.

3.2. Model Training

The dataset was split into 3612 training images and
478 images reserved exclusively for model evalua-
tion. In order to prevent information from the test
set being leaked into model training, images taken
at the same approximate location were grouped into
the same split. In each training run, ∼10 % of the
training images were allocated for model validation
and used to update the model parameters. Ev-
ery training run was then repeated three times with
different validation sets on a GeForce RTX 3090
GPU.4

Data augmentation techniques were applied dur-
ing each training epoch to improve model general-

3“Experts” refers to people working in the snow and avalanche
industry or conducting research in this field.

4The code used to train models is available at github.com/j-f-
ox/avalanche-detection

ization, including small variations in color and scal-
ing and horizontal flips. Color and downslope ori-
entation are important visual markers in avalanche
images, so care was taken not to modify these ex-
cessively.

Previous work has explored both classification
and segmentation-based approaches to automat-
ing avalanche detection, as discussed in subsec-
tion 2.1. For this reason, we decided to train classifi-
cation and segmentation models on the same set of
images to facilitate a numerical and qualitative com-
parison of model results. We utilized the ResNet
architecture with 152 layers for image classification
(He et al., 2016) and version three of the You Only
Look Once (YOLO) network (Redmon and Farhadi,
2018) with spatial pyramid pooling (Huang et al.,
2020) for avalanche segmentation.

3.2.1. Image Classification

For the image classification task, we trained
ResNet152 on the overall image labels to assess
the viability of avalanche detection in entire pho-
tographs. The network was pretrained on the Ima-
geNet dataset and then finetuned for avalanche de-
tection via transfer learning. We used the Adam op-
timizer (Kingma and Ba, 2015) with a learning rate
of 2.25 × 10−3 to minimize the cross-entropy loss on
the training set and cropped each image to a differ-
ent random square each epoch before passing it to
the network to improve model generalization. Test
images were center-cropped for reproducibility.

3.2.2. Avalanche Segmentation

For the avalanche segmentation task, we trained
YOLOv3-SPP on the avalanche bounding boxes.
Training was carried out using an open-source
framework from Ultralytics (Jocher, 2020) with an In-
tersection Over Union (IOU) threshold of 0.2 and a
confidence threshold of 0.25.

4. RESULTS

This section contains numerical results and a qual-
itative analysis of predictions made by the trained
classification and segmentation models.

4.1. Metric Definitions

We consider the standard definition of the metrics

precision =
TP

TP + FP
,

recall =
TP

TP + FN
,

F1 score = 2 ·
precision · recall
precision + recall

,
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Model Task Detection F1 Detection Recall Multiclass F1 Multiclass Recall

ResNet152 Classification 92.9 ± 1.1 91.5 ± 2.7 81.5 ± 1.1 82.1 ± 0.9
YOLOv3-SPP Segmentation 64.0 ± 0.6 58.1 ± 3.5 56.8 ± 0.4 53.6 ± 3.5

Table 2: Model results on the test set (mean ± standard deviation) for input size 896 px. The YOLOv3-SPP
results are reported at IOU 0.05 and at the confidence threshold which maximizes the model F1 score.

where TP refers to the number of true positive classi-
fications, TN to true negatives, FP to false positives,
and FN to false negatives.

The concept of a “negative” avalanche prediction
is represented by the image label NONE for the im-
age classification task and by the lack of a predicted
bounding box for the avalanche segmentation task.
Scores are then calculated per image for classifica-
tion models and per bounding box for the segmen-
tation models.

A further consideration is that models were
trained on data labeled by avalanche release mech-
anism into categories GLIDE, LOOSE, and SLAB (and
NONE in the case of image classification). How-
ever, in scenarios such as rescue operations, the
primary concern is the models’ capability to detect
avalanches regardless of whether the predicted re-
lease mechanism is correct. For this reason, we
consider multiclass scores on the original dataset
labels and detection scores for which the avalanche
release mechanisms are combined. Note that the
detection scores are, by definition, always greater
or equal to the corresponding multiclass scores.

4.2. Test Results

Our models achieved mean avalanche detection F1
scores of 92.9 % per image and 64.0 % per bound-
ing box on 478 previously unseen images (see Ta-
ble 2). The lower numerical scores for segmentation
are expected as this is a significantly harder sub-
task of the classification task. Although the multil-
abel scores were lower than those for avalanche de-
tection alone, both models demonstrated the ability
to distinguish between the avalanche classes, sup-
porting our hypothesis that release mechanisms en-
code relevant information for avalanche detection.

Both models had the lowest recall for loose-snow
avalanches (see Figure 2), possibly because this
label had the lowest support in the dataset (369
training images). The addition of more loose-snow
avalanche images to the dataset could address this
disparity.

4.3. Qualitative Analysis

We conducted a comprehensive review of pre-
dictions made by the segmentation and classifi-
cation models with the highest validation scores

to investigate model capabilities and misclassifica-
tions. For the ResNet152 model, we employed
Gradient-weighted Class Activation Mapping (Grad-
CAM) heatmaps (Selvaraju et al., 2020) to visualize
which image regions received the most attention. In
the case of the YOLO model, we utilized IOU val-
ues to quantify the degree of overlap between the
predicted bounding boxes and the ground truth.

The classification and segmentation models were
both able to identify avalanches at a range of scales
and in various lighting conditions, as is evident in
Figure 3a and Figure 3b. However, the models were
sometimes unable to locate smaller or less visible
loose-snow avalanches, as in Figure 3c. Moreover,
we observed that features such as buildings, ski
tracks, fences, and large rock faces sometimes re-
sulted in misclassifications. This problem could po-
tentially be mitigated by deliberately augmenting the
dataset with photographs containing these features.

Interestingly, the models sometimes detected
very small avalanches or avalanches in shadow
which had not been identified by the annotators.
This highlights the potential that AI-assisted annota-
tion offers to improve the quality of data annotation;
an idea which is expanded on in section 5.

In summary, both the classification and segmen-
tation models demonstrated promising results. Al-
though further exploration is required to assess the
practical utility of each approach, these encouraging
findings underscore the potential of ground-based
photography for automated avalanche detection.

5. OPERATIONAL APPLICATIONS

We believe that ground-based imagery will play a
significant role in progressing towards real-time au-
tomated avalanche monitoring in the coming years.
Although experts can identify avalanches in web-
cam images (Hafner et al., 2023a), manual mon-
itoring becomes impractical at scale due to the
vast number of possible avalanche locations and a
scarcity of trained observers. Automating the anal-
ysis of webcam streams could therefore provide
experts with a continuous overview of avalanche
activity spanning entire regions in near real time.
The Alps contain an extensive network of freely ac-
cessible mountain webcams, which could be inte-
grated into such a monitoring system without incur-
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(a) Results for ResNet152.
Predicted

GLIDE LOOSE SLAB NONE

Tr
ue

GLIDE 90.1 1.6 4.6 3.7

LOOSE 5.7 68.8 9.9 15.6

SLAB 1.5 4.1 85.6 8.8

NONE 4.1 3.3 8.6 84.0

(b) Results for YOLOv3-SPP.
Predicted

GLIDE LOOSE SLAB Bg

Tr
ue

GLIDE 50.2 0.6 2.6 46.6

LOOSE 0.7 34.2 3.5 61.6

SLAB 1.2 3.5 68.3 27.0

Bg 54.6 29.6 15.8 0.0

Figure 2: Normalized confusion matrices for the ResNet152 and YOLOv3-SPP models on the test set. For
the YOLO model, “Bg” refers to the image background.

(a) A large slab avalanche viewed from a distance, including a long upper- and shorter lower crown fracture. The
ResNet152 model often focused on the crown fracture of slab avalanches.

(b) A photograph containing four glide cracks which were identified by both models.

(c) An image with overall label SLAB containing two slab avalanches and four loose-snow avalanches. Both models
identified the slab avalanches but struggled to detect the smaller loose-snow avalanches in the foreground.

Figure 3: Example model predictions for previously unseen images. The ground truth is highlighted on the
left, YOLOv3-SPP predictions with IOU values are shown in the center, and Grad-CAM heatmaps showing
the ResNet152 attention are displayed on the right.
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Model

No Avalanche

Avalanche
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Avalanche
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Add Annotations
to Dataset

Mask

Figure 4: A possible workflow for trained models. A single model could monitor input webcam images and
pass potential avalanche images to a human expert for verification. The expert could then feed confirmed
avalanche outlines back into the model to prevent duplicate avalanche warnings. Retraining the model on
corrected true positive (TP) and false positive (FP) data could iteratively improve model performance.

ring additional installation or maintenance costs.5

Avalanche warning services could then install ad-
ditional webcams in strategic locations (such as
around critical infrastructure), focusing on areas
with elevated avalanche risk.

In addition to expediting avalanche responses in
remote areas, trained models could also enable the
systematic collection of avalanche data over ex-
tended periods at higher temporal resolutions than
are available from field observations or satellites.
This data could then be cross-referenced with en-
vironmental conditions at the time of avalanche re-
leases to improve avalanche forecasting models.
The remainder of this section outlines a possible
workflow for the operational application of trained
models and findings from an initial case study in the
Tyrolean Alps.

5.1. Proposed Workflow

Our vision for operational deployment of models
centers around collaboration between humans and
artificial intelligence (AI). At present, expert assess-
ment represents the gold standard for avalanche
detection in visual data (Hafner et al., 2023b). It
would therefore be advisable to have a human ex-
pert verify AI-generated avalanche predictions and
determine the most suitable course of action, espe-
cially considering the substantial resources required
for avalanche response efforts.

In this collaborative approach, a model would
continuously monitor numerous webcams and
present potential avalanche images to an expert
for assessment (see Figure 4). The confirmed or
corrected annotations could then be saved and the

5For examples of existing webcam networks, re-
fer to foto-webcam.eu (www.foto-webcam.eu/), fera-
tel (www.feratel.com/en/webcams.html), and bergfex
(www.bergfex.at/oesterreich/webcams/).

model could be retrained on this expanded dataset,
iteratively improving model performance over time.
By automating the initial filtering process, such a
workflow could enable a single observer to oversee
avalanche responses on a regional scale.

When analyzing images from webcam streams,
it is likely that the same avalanche will appear
in subsequent frames. However, generating re-
peated warnings for the same avalanche during
live monitoring may introduce undesirable redun-
dancy. To prevent duplicated alerts, human ex-
perts could mask confirmed avalanches during pre-
diction until the next precipitation. In this case, ex-
perts could review predicted bounding boxes (if us-
ing a segmentation-based approach) or attention
heatmaps (if using classification models) to assist
in localizing the avalanches within the image.

Training models for avalanche detection entails
a natural trade-off between maximizing detections
and minimizing false positive predictions. In the con-
text of avalanche monitoring, false positives can be
refuted easily by experts, whereas false negatives
delaying the detection of an avalanche could have
severe consequences. Future research could there-
fore explore deliberately biasing models to prioritize
the reduction of false negatives.

5.2. Case Study

A case study was conducted in collaboration with
the Tyrolean Avalanche Warning Service during
March and April 2023 as a first step towards oper-
ational implementation. Webcam data from 30 lo-
cations across the Austrian Alps were analyzed to
assess the robustness of trained models in opera-
tional settings. It is intended to continue developing
this system during the next winter season.

During the case study, we observed that mountain
huts were often misclassified as glide avalanches.
Edges in the snow due to ski tracks or snow groom-
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ing were also sometimes misclassified as slab
avalanches. Augmenting the dataset with images
containing these features mostly resolved this prob-
lem in preliminary experiments and should be con-
sidered in future dataset iterations.

A further observation from the case study was
the pronounced impact of image scale on model
performance. Results were significantly improved
for higher-resolution images and for images where
avalanches constituted a larger proportion of the im-
age. In practice, segmenting webcam images into
smaller tiles and analyzing each tile separately is
likely to be necessary. However, due to the con-
siderable variability in scale exhibited by avalanches
and mountains, determining the optimal tile size re-
mains open for further investigation.

6. CONCLUSIONS

This paper has described a novel approach to re-
mote avalanche detection using webcams. Ana-
lyzing webcam streams with deep learning mod-
els could enable near real-time avalanche moni-
toring at higher temporal resolutions than existing
satellite-based methods. Our models achieved F1
scores of 92.9 % for image classification and 64.0 %
for avalanche segmentation, demonstrating the po-
tential that ground-based photography offers to ad-
vance operational avalanche risk management.

A key advantage of our models is their ability
to make predictions without a DEM or location-
specific filter. This enables integration with pre-
existing webcams with minimal overhead, making
remote avalanche monitoring feasible at scale. In
contrast to previous studies, we labeled data by
avalanche release mechanism, thus enabling mod-
els to differentiate between glide, loose-snow, and
slab avalanches. The remainder of the paper dis-
cusses study limitations and directions for future
work.

6.1. Limitations

An intrinsic limitation of visible-spectrum photogra-
phy is its requirement for relatively clear visibility
and adequate ambient lighting. For truly contin-
uous monitoring, webcam-based monitoring could
be combined with either ground-based or satellite
synthetic aperture radar (SAR) sensors. A further
consideration is that most of the dataset images
were captured in daylight and fair weather condi-
tions. Evaluating the models on images captured in
heavy precipitation, mist, partial cloud occlusion, or
darkness would enable a more realistic assessment
of model performance in real-world conditions.

Although utilizing expert annotations as the
ground truth is standard practice in avalanche mon-
itoring, this can introduce subjectivity in delineat-

ing avalanche boundaries (Hafner et al., 2023b)
which may be seen as a limitation. To address
this, annotators were provided with objective anno-
tation guidelines. Future research could explore us-
ing multiple annotators for each image or integrating
model predictions into the annotation pipeline (see
Figure 4) to increase the consistency of annotations.

6.2. Future Work

In the upcoming winter season, we intend to carry
out a more extensive case study on live webcam
data which will contribute both to dataset expansion
and informing future work. Further research could
also investigate weighting models to prioritize recall
over precision or the practical implications of classi-
fication versus segmentation-based approaches.

Models could additionally be extended with object
detection to identify humans in webcam frames prior
to an avalanche, allowing for improved response
times in rescue efforts. Preprocessing techniques
such as automated skyline detection or masking
rocks could also be explored to improve model ro-
bustness.

Future research could ultimately progress to-
wards establishing a system for continuous year-
round avalanche monitoring using webcams and
human-AI collaboration. In addition to expediting
responses to avalanche incidents, such a system
could also collect information on avalanche releases
over extended periods, contributing to the advance-
ment of avalanche modeling and forecasting. Al-
though avalanches will never be entirely predictable,
this preliminary study demonstrates the potential
that ground-based imagery offers for automating
avalanche detection.
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