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Humans have long been fasci­
nated by the dynamism of 
free-flowing waters. Yet we 

have expended great effort to tame 
rivers for transportation, water sup­
ply, flood control, agriculture, and 
power generation. It is now recog­
nized that harnessing of streams and 
rivers comes at great cost: Many 
rivers no longer support socially val­
ued native species or sustain healthy 
ecosystems that provide important 
goods and services (Naiman et al. 
1995, NRC 1992).
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The ecological integrity 
of river ecosystems 

depends on their natural 
dynamic character

The extensive ecological degrada­
tion and loss of biological diversity 
resulting from river exploitation is 
eliciting widespread concern for con­
servation and restoration of healthy 
river ecosystems among scientists and 
the lay public alike (Allan and Flecker 
1993, Hughes and Noss 1992, Karr 
et al. 1985, TNC 1996, Williams et 
al. 1996). Extirpation of species, clo­
sures of fisheries, groundwater deple­
tion, declines in water quality and 
availability, and more frequent and 
intense flooding are increasingly rec­
ognized as consequences of current 
river management and development 
policies (Abramovitz 1996, Collier 
et al. 1996, Naiman et al. 1995). The 
broad social support in the United 
States for the Endangered Species 
Act, the recognition of the intrinsic 
value of noncommercial native spe­
cies, and the proliferation of water­
shed councils and riverwatch teams 
are evidence of society’s interest in 
maintaining the ecological integrity 
and self-sustaining productivity of 
free-flowing river systems.

Society’s ability to maintain and 
restore the integrity of river ecosys­
tems requires that conservation and 
management actions be firmly 
grounded in scientific understand­

ing. However, current management 
approaches often fail to recognize 
the fundamental scientific principle 
that the integrity of flowing water 
systems depends largely on their natu­
ral dynamic character; asya result, 
these methods frequently prevent suc­
cessful river conservation or restora­
tion. Streamflow quantity and tim­
ing are critical components of water 
supply, water qualify*, and the eco­
logical integrity of river systems. In­
deed, streamflow, which is strongly 
correlated with many critical physi­
cochemical characteristics of rivers, 
such as water temperature, channel 
geomorphology, and habitat diver­
sity, can be considered a “master 
variable” that limits the distribution 
and abundance of riverine species 
(Power et al. 1995, Resh et al. 1988) 
and regulates the ecological integrity 
of flowing water systems (Figure 1). 
Until recently, however, the impor­
tance of natural streamflow variabil­
ity in maintaining healthy aquatic 
ecosystems has been virtually ignored 
in a management context.

Historically^qthe “protection” of 
river ecosystems has been limited in 
scope, emphasizing water quality and 
only one aspect of water quantity: 
minimum flow. Water resources 
management has also suffered from 
the often incongruent perspectives 
and fragmented responsibility of 
agencies (for example, the UtS Army 
Corps of Engineers and Bureau of 
Reclamation are responsible for wa­
ter supply and flood control, the US 
Environmental Protection Agency 
and state environmental agencies for 
water quality, and the US Fish &c
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Figure 1. Flow regime 
is of central importance 
in sustaining the eco­
logical integrity of flow­
ing water systems. The 
five components of the 
flow regime—magni­
tude, frequency, dura­
tion, timing, and rate 
of change—influence 
integrity both directly 
and indirectly, through 
their effects on other 
primary regulators of 
integrity. Modification 
of flow thus has cas­
cading effects on the 
ecological integrity of 
rivers. After Karr 1991.

Wildlife Service for water-dependent 
species of sporting, commercial, or 
conservation value), making it diffi­
cult, if not impossible, to manage the 
entire river ecosystem (Karr 1991). 
However, environmental dynamism 
is now recognized as central to sus­
taining and conserving native spe­
cies diversity and ecological integ­
rity in rivers and other ecosystems 
(Holling and Meffe 1996, Hughes
1994, Pickett et al. 1992, Stanford et 
al. 1996), and coordinated actions 
are therefore necessary to protect 
and restore a river’s natural flow 
variability.

In this article, we synthesize exist­
ing scientific knowledge to argue that 
the natural flow regime plays a critical 
role in sustaining native biodiversity 
and ecosystem integrity in rivers. 
Decades of observation of the effects 
of human alteration of natural flow 
regimes have resulted in a well- 
grounded scientific perspective on 
why altering hydrologic variability 
in rivers is ecologically harmful (e.g., 
Arthington et al. 1991, Castleberry 
et al. 1996, Hill et al. 1991, Johnson 
et al. 1976, Richter et al. 1997, Sparks
1995, Stanford et al. 1996, Toth 1995, 
Tyus?1990). Current pressing demands 
on water use and the continuing alter­
ation of watersheds require scientists 
to help develop management proto­
cols that can accommodate economic 
uses while protecting ecosystem func­
tions. For humans to continue to rely 
on river ecosystems for sustainable 
food production, power production, 
waste assimilation, and flood con­
trol, a new, holistic, ecological per­

spective on water management is 
needed to guide society’s interac­
tions with rivers.

The natural flow regime
The natural flow of a river varies on 
time scales of hours, days, seasons, 
years, and longer. Many years of 
observation from a streamflow gauge 
are generally needed to describe the 
characteristic pattern of a river’s flow 
quantity, timing, and variability— 
that is, its natural flow regime. Com­
ponents of a natural flow regime can 
be characterized using various time 
series (e.g., Fourier and wavelet) and 
probability analyses of, for example, 
extremely high or low flows, or of 
the entire range of flows expressed 
as average daily discharge (Dunne 
and Leopold 1978). In watersheds 
lacking long-term streamflow data, 
analyses can be extended statisti­
cally from gauged streams in the 
same geographic area. The frequency 
of large-magnitude floods can be es­
timated by paleohydrologic studies 
of debris left by floods and by studies 
of historical damage to living trees 
(Hupp and Osterkamp 1985, Knox 
1972). These historical techniques can 
be used to extend existing hydrologic 
records or to provide estimates of 
flood flows for ungauged sites.

River flow regimes show regional 
patterns that are determined largely 
by river size and by geographic varia­
tion in climate, geology, topogra­
phy, and vegetative cover. For ex­
ample, some streams in regions with 
little seasonality in precipitation ex­

hibit relatively stable hydrographs 
due to high groundwater inputs (Fig­
ure 2a), whereas other streams can 
fluctuate greatly at virtually any time 
of year (Figure 2b). In regions with 
seasonal precipitation, some streams 
are dominated by snowmelt, result­
ing in pronounced, predictable run­
off patterns (Figure 2c), and others 
lack snow accumulation and exhibit 
more variable runoff patterns during 
the rainy season, with peaks occur­
ring after each substantial storm 
event (Figure 2d).

Five critical components of the 
flow regime regulate ecological pro­
cesses in river ecosystems: the mag­
nitude, frequency, duration* timing, 
and rate of change of hydrologic 
conditions (Poff and Ward 1989, 
Richter et al. 1996, Walker et al. 
1995). These components can be used 
to characterize the entire range of 
flows and specific hydrologic phe­
nomena, such as floods or low flows, 
that are critical to the integrity of 
river ecosystems. Furthermore, by 
defining flow regimes in these terms, 
the ecological consequences of par­
ticular human activities that modify 
one or more components of the flow 
regime can be considered explicitly.

• The magnitude of discharge1 at any 
given time interval is simply the 
amount of water moving past a fixed 
location per unit time. Magnitude 
can refer either to absolute or to 
relative discharge (e.g., the amount 
of water that inundates a floodplain). 
Maximum and minimum magnitudes 
of flow vary with climate and water­
shed size both within and among 
river systems.
• The frequency  of occurrence refers 
to how often a flow above a given 
magnitude recurs over some speci­
fied time interval. Frequency of oc­
currence is inversely related to flow 
magnitude. For example, a 100-year 
flood is equaled or exceeded on aver­
age once every 100 years (i.e., a 
chance of 0.01 of occurring in any 
given year). The average (median)

discharge (also known as streamflow, flow, 
or flow rate) is always expressed in dimen­
sions of volume per time. However, a great 
variety of units are used to describe flow, 
depending on custom and purpose of charac­
terization: Flows can be expressed in near- 
instantaneous terms (e.g:, fS/s and m3/s) or 
over long time intervals (e.g,, acre-ft/yr).
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flow is determined from a data series 
of discharges defined over a specific 
time interval, and it has a frequency 
of occurrence of 0.5 (a 50% prob­
ability).
•The duration  is the period of time 
associated with a specific flow condi­
tion. Duration can be defined relative 
to a particular flow event (e.g., a flood- 
plain may be. inundated for a specific 
number of days by a ten-year flood), 
or it can be a defined as a composite 
expressed over a specified time period 
(e.g., the number of days in a year 
when flow exceeds some value). 
•The timing, or predictability , of 
flows of defined magnitude refers to 
the regularity with which they occur. 
This regularity can be defined for­
mally or informally and with refer­
ence to different time scales (Poff 
1996). For example, annual peak flows 
may occur with low seasonal predict­
ability (Figure 2b) or with high sea­
sonal predictability (Figure 2c).
•The rate o f  change, or flashiness, 
refers to how quickly flow changes 
from one magnitude to another. At 
the extremes, “flashy” streams have 
rapid rates of change (Figure 2b), 
whereas “stable” streams have slow 
rates of change (Figure 2a).

Hydrologic processes and the flow 
regime. All river flow derives ulti­
mately from precipitation, but in any 
given time and place a river’s flow is 
derived from some combination of 
surface water, soil water, and ground- 
water. Climate, geology, topogra­
phy, soils, and vegetation help to 
determine both the supply of water 
and the pathways by which precipi­
tation reaches the channel. The wa­
ter movement pathways depicted in 
Figure 3a illustrate why rivers in 
different settings have different flow 
regimes and why flow is variable in 
virtually all rivers. Collectively, over­
land and shallow subsurface flow 
pathways create hydrograph peaks, 
which are the river’s response to 
storm events. By contrast, deeper 
groundwater pathways are respon­
sible for baseflow, the form of deliv­
ery during periods of little rainfall.

Variability in intensity, timing, 
and duration of precipitation (as rain 
or as snow) and in the effects of 
terrain, soil texture, and plant évapo­
transpiration on the hydrologic cycle 
combine to create local and regional

Figure 2 . Flow histories based on long-term, daily mean discharge records. These 
histories show within- and among-year variation for (a) Augusta Creek, MI, (b) 
Satilla River, GA, (c) upper Colorado River, CO, and (d) South Fork of the 
McKenzie River, OR. Each water year begins on October 1 and ends on September 
30. Adapted from Poff and W ard 1990 .

flow patterns. For example, high 
flows due to rainstorms may occur 
over periods of hours (for permeable 
soils) or even minutes (for imperme­
able soils), whereas snow will melt 
over a period of days or weeks, which 
slowly builds the peak snowmelt 
flood. As one proceeds downstream 
within a watershed, river flow reflects 
the sum of flow generation and rout­
ing processes operating in multiple 
small tributary watersheds. The travel 
time of flow down the river system, 
combined with nonsynchronous tribu­
tary inputs and larger downstream 
channel and floodplain storage ca­
pacities, act to attenuate and to 
dampen flow peaks. Consequently, 
annual hydrographs in large streams 
typically show peaks created by wide­
spread storms or snowmelt events 
and broad seasonal influences that 
affect many tributaries together 
(Dunne and Leopold 1978).

The natural flow regime organizes 
and defines river ecosystems. In riv­
ers, the physical structure of the en­
vironment and, thus, of the habitat, 
is defined largely by physical pro­
cesses, especially the movement of 
water and sediment within the chan­
nel and between the channel and flood- 
plain. To understand the biodiversity, 
production, and sustainability of 
river ecosystems, it is necessary to 
appreciate the central organizing role 
played by a dynamically varying 
physical environment.

The physical habitat of a river 
includes sediment size and heteroge­
neity, channel and floodplain mor­
phology, and other geomorphic fea­
tures. These features form as the 
available sediment,; woody debris, 
and other transportable materials are 
moved and deposited by flowTTitius, 
habitat conditions associated with 
channels and floodplains vary among
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Figure 3. Stream valley cross-sections at various locations in a watershed illustrate basic 
principles about natural pathways of water moving downhill and human influences on 
hydrology. Runoff, which occurs when precipitation exceeds losses due to evaporation 
and plant transpiration, can be divided into four components (a ): overland flow (1) occurs 
when precipitation exceeds the infiltration capacity of the soil; shallow subsurface 
stormflow (2) represents water that infiltrates the soil but is routed relatively quickly to 
the stream channel; saturated overland flow (3) occurs where the water table is close to 
the surface, such as adjacent to the stream channel, upstream of first-order tributaries, 
and in soils saturated by prior precipitation; and groundwater flow (4) represents 
relatively deep and slow pathways of water movement and provides water to the stream  
channel even during periods of little or no precipitation. Collectively, overland and 
shallow subsurface flow pathways create the peaks in the hydrograph that are a river’s 
response to storm events, whereas deeper groundwater pathways are responsible for 
baseflow. Urbanized (b) and agricultural (c) land uses increase surface flow by increasing 
the extent of impermeable surfaces, reducing vegetation cover, and installing drainage 
systems. Relative to the unaltered state, channels often are scoured to greater depth by 
unnaturally high flood crests and water tables are lowered, causing baseflow to drop. 
Side-channels, wetlands, and episodically flooded lowlands comprise the diverse flood- 
plain habitats of unmodified river ecosystems (d). Levees or flood walls (e) constructed 
along the banks retain flood waters in the main channel and lead to a loss of floodplain 
habitat diversity and function. Dams impede the downstream movement of water and can 
greatly modify a river’s flow regime, depending on whether they are operated for storage 
(e) or as “run-of-river,” such as for navigation (f).

rivers in accordance with both flow 
characteristics and the type and the 
availability of transportable materials.

Within a river, different habitat 
features are created and maintained 
by a wide range of flows. For ex­
ample, many channel and floodplain 
features, such as river bars and riffle- 
pool sequences, are formed and main­
tained by dominant, or bankfull, dis­
charges. These discharges are flows 
that can move significant quantities 
of bed or bank sediment and that 
occur frequently enough (e.g., every 
several years) to continually modify 
the channel (Wolman and Miller

1960). In many streams and rivers 
with a small range of flood flows, 
bankfull flow can build and main­
tain the active floodplain through 
stream migration (Leopold et al. 
1964). However, the concept of a 
dominant discharge may not be ap­
plicable in all flow regimes (Wolman 
and Gerson 1978). Furthermore, in 
some flow regimes, the flows that 
build the channel may differ from 
those that build the floodplain. For 
example, in rivers with a wide range 
of flood flows, floodplains may ex­
hibit major bar deposits, such as 
berms of boulders along the channel,

or other features that are left by 
infrequent high-magnitude floods 
(e.g., Miller 1990).

Over periods of years to decades, 
a single river can consistently pro­
vide ephemeral, seasonal, and per­
sistent types of habitat that range 
from free-flowing, to standing, to no 
water. This predictable diversity of 
in-channel and floodplain habitat 
types has promoted the evolution of 
species that exploit the habitat mo­
saic created and maintained by hy­
drologic variability. For many river­
ine species, completion of the life 
cycle requires an array of different 
habitat types, whose availability over 
time is regulated by the flow regime 
(e.g., Greenberg et al. 1996, Reeves 
et al. 1996, Sparks 1995). Indeed, 
adaptation to this environmental dy­
namism allows aquatic and flood- 
plain species to persist in the face of 
seemingly harsh conditions, such as 
floods and droughts, that regularly 
destroy and re-create habitat elements.

From an evolutionary perspective, 
the pattern of spatial and temporal 
habitat dynamics influences the rela­
tive success of a species in a particu­
lar environmental setting. This habi­
tat template (Southwood 1977), 
which is dictated largely by flow 
regime, creates both subtle and pro­
found differences in the natural his­
tories of species in different segments 
of their ranges. It also influences 
species distribution and abundance, 
as well as ecosystem function (Poff 
and Allan 1995, Schlosser 1990, 
Sparks 1992, Stanford et al. 1996). 
Human alteration of flow regime 
changes the established pattern of 
natural hydrologic variation and dis­
turbance, thereby altering habitat 
dynamics and creating new condi­
tions to which the native biota may 
be poorly adapted.

Human alteration of 
flow regimes
Human modification of natural hy­
drologic processes disrupts the dy­
namic equilibrium between the move­
ment of water and the movement of 
sediment that exists in free-flowing 
rivers (Dunne and Leopold 1978). 
This disruption alters both gross- 
and fine-scale geomorphic features 
that constitute habitat for aquatic 
and riparian species (Table 1). After
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Table 1. Physical responses to altered flow regimes.

Source(s) of alteration Hydrologic change(s) Geomorphic response(s) Reference(s) -1

Dam Capture sediment moving 
downstream

Downstream channel erosion and 
tributary headcutting

Chien 1985, Petts 1984, 1985, 
Williams and Wolman 1984

Bed armoring (coarsening) Chien 1985

Dam, diversion Reduce magnitude and frequency 
of high flows

Deposition of fines in gravel

Channel stabilization and 
narrowing

Sear 1995, Stevens et al. 1995

Johnson 1994, Williams and 
Wolman 1984

Reduced formation of point bars, 
secondary channels, oxbows, 
and changes in channel planform

Chien 1985, Copp 1989, 
Fenner et al. 1985

Urbanization, tiling, drainage Increase magnitude and frequency 
of high flows

Bank erosion and channel widening Hammer 1972

Downward incision and floodplain 
disconnection

Prestegaard 1988

Reduced infiltration into soil Reduced baseflows Leopold 1968

Levees and channelization Reduce overbank flows Channel restriction causing 
downcutting

Daniels 1960, Prestegaard 
et al. 1994

Floodplain deposition and 
erosion prevented

Sparks 1992

Reduced channel migration and 
formation of secondary channels {

Shankman and Drake 1990

Groundwater pumping Lowered water table levels Streambank erosion and channel 
downcutting after loss of vegetation 
stability

Kondolf and Curry 1986

such a disruption, it may take centu­
ries for 3 new dynamic equilibrium 
to be attained by channel and flood- 
plain adjustments to the new flow 
regime (Petts 1985); in some cases, a 
new equilibrium is never attained, 
and the channel remains in a state of 
continuous recovery from the most 
recent flood event (Wolman and 
Gerson 1978). These channel and 
floodplain adjustments are some­
times overlooked because they can 
be confounded with long-term re­
sponses of the channel to changing 
climates (e.g., Knox 1972). Recogni­
tion of human-caused physical 
changes and associated biological 
consequences may require many 
years, and physical restoration of 
the river ecosystem may call for dra­
matic action (see box on the Grand 
Canyon flood, page 774).

Dams, which are the most obvi­
ous direct modifiers of river flow, 
capture both low and high flows for 
flood control, electrical power gen­
eration, irrigation and municipal 
water needs, maintenance of recre­
ational reservoir levels, and naviga­

tion. More than 85% of the inland 
waterways within the continental 
United States are now artificially 
controlled (NRC 1992), including 
nearly 1 million km of rivers that are 
affected by dams (Echeverria et al. 
1989). Dams capture all but the fin­
est sediments moving down a river, 
with many severe downstream con­
sequences. For example, sediment- 
depleted water released from dams 
can erode finer sediments from the 
receiving channel. The coarsening of 
the streambed can, in turn, reduce 
habitat availability for the many 
aquatic species living in or using 
interstitial spaces. In addition, chan­
nels may erode, or downcut, trigger­
ing rejuvenation of tributaries, which 
themselves begin eroding and mi­
grating headward (Chien 1985, Petts
1984). Fine sediments that are con­
tributed by tributaries downstream 
of a dam may be deposited between 
the coarse particles of the streambed 
(e.g., Sear 1995). In the absence of 
high flushing flows, species with life 
stages that are sensitive to sedimen­
tation, such as the eggs and larvae of

many invertebrates and fish, can suf­
fer high mortality rates.

For many rivers, it is land-use 
activities, including timber harvest, 
livestock grazing, agriculture, and 
urbanization, rather than dams, that 
are the primary causes of altered 
flow regimes. For example, logging 
and the associated building of roads 
have contributed greatly to degrada­
tion of salmon streams in the Pacific 
Northwest, mainly through effects 
on runoff and sediment delivery 
(NRC 1996). Converting forest or 
prairie lands to agricultural lands 
generally decreases soil infiltration 
and results in increased overland 
flow, channel incision, floodplain iso­
lation, and headward erosion of 
stream channels (Prestegaard 1988). 
Many agricultural areas were drained 
by the construction of ditches or tile- 
and-drain systems, with the result 
that many channels have become en­
trenched (Brookes 1988).

These land-use practices, com­
bined with extensive draining of 
wetlands or overgrazing, reduce re­
tention of water in watersheds and,
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A controlled flood in the Grand Canyon

Since the Glen Canyon dam first began to store water in 1963, creating 
Lake Powell, some 430 km (270 miles) of the Colorado River, including 

Grand Canyon National Park, have been virtually bereft of seasonal floods. 
Before 1963, melting snow in the upper basin produced an average peak 
discharge exceeding 2400 m3/s; after the dam was constructed, releases 
were generally maintained at less than 500 m3/s. The building of the dam 
also trapped more than 95% of the sediment moving down the Colorado 
River in Lake Powell (Collier et al. 1996),

This dramatic change in flow regime produced drastic alterations in the 
dynamic nature of the historically sediment-laden Colorado River. The 
annual cycle of scour and fill had maintained large sandbars along the river 
banks, prevented encroachment of vegetation onto these bars, and limited 
bouldery debris deposits from constricting the river at the mouths of 
tributaries (Collier et al. 1997). When flows were reduced, the limited 
amount of sand accumulated in the channel rather than in bars farther up 
the river banks, and shallow low-velocity habitat in eddies used by juvenile 
fishes declined. Flow regulation allowed for increased cover of wetland and 
riparian vegetation, which expanded into sites that were regularly scoured 
by floods in the constrained fluvial canyon of the Colorado River; however, 
much of the woody vegetation that established after the dam’s construction 
is composed of an exotic tree, salt cedar (Tamarix sp.; Stevens et al. 1995). 
Restoration of flood flows clearly would help to steer the aquatic and 
riparian ecosystem toward its former state and decrease the area of wetland 
and riparian vegetation, but precisely how the system would respond to an 
artificial flood could not be predicted.

In an example of adaptive management (i.e., a planned experiment to 
guide further actions), a controlled, seven-day flood of 1274 m3/s was 
released through the Glen Canyon dam in late March 1996. This flow, 
roughly 35% of the pre-dam average for a spring flood (and far less than 
some large historical floods), was the maximum flow that could pass 
through the power plant turbines plus four steel drainpipes, and it cost 
approximately $2 million in lost hydropower revenues (Collier et al. 1997). 
The immediate result was significant beach building: Over 53% of the 
beaches increased in size, and just 10% decreased in size. Full documenta­
tion of the effects will continue to be monitored by measuring channel 
cross-sections and studying riparian vegetation and fish populations.

impoundments, resulting in great loss 
of river channel habitat and adjacent 
floodplain wetlands (Toth 1995). 
Because levees are designed to pre­
vent increases in the width of flow, 
rivers respond by cutting deeper 
channels, reaching higher velocities, 
or both.

Channelization and wetland 
drainage can actually increase the 
magnitude of extreme floods, be­
cause reduction in upstream storage 
capacity results in accelerated water 
delivery downstream. Much of the 
damage caused by the extensive 
flooding along the Mississippi River 
in 1993 resulted from levee failure as 
the river reestablished historic con­
nections to the floodplain. Thus, al­
though elaborate storage dam and 
levee systems can “reclaim” the 
floodplain for agriculture and hu­
man settlement in most years, the 
occasional but inevitable large floods 
will impose increasingly high disas­
ter costs to society (Faber 1996). The 
severing of floodplains from rivers 
also stops the processes of sediment 
erosion and deposition that regulate 
the topographic diversity of flood- 
plains. This diversity is essential for 
maintaining species diversity on 
floodplains, where relatively small 
differences in land elevation result in 
large differences in annual inunda­
tion and soil moisture regimes, which 
regulate plant distribution and abun­
dance (Sparks 1992).

Ecological functions of the 
natural flow regime

instead, route it quickly downstream, 
increasing the size and frequency of 
floods and reducing baseflow levels 
during dry periods (Figure 3b; Leo­
pold 1968). Over time, these prac­
tices degrade in-channel habitat for 
aquatic species. They may also iso­
late the floodplain from overbank 
flows, thereby degrading habitat for 
riparian species. Similarly, urban­
ization and suburbanization associ­
ated with human population expan­
sion across the landscape create 
impermeable surfaces that direct 
water away from subsurface path­
ways to overland flow (and often 
into storm drains). Consequently, 
floods increase in frequency and in­
tensity (Beven 1986), banks erode, 
and channels widen (Hammer 1972),

and baseflow declines during dry pe­
riods (Figure 3c).

Whereas dams and diversions af­
fect rivers of virtually all sizes, and 
land-use impacts are particularly evi­
dent in headwaters, lowland rivers 
are greatly influenced by efforts to 
sever channel-floodplain linkages. 
Flood control projects have short­
ened, narrowed, straightened, and 
leveed many river systems and cut 
the main channels off from their flood- 
plains (NRC 1992). For example, 
channelization of the Kissimmee River 
above Lake Okeechobee, Florida, by 
the US Army Corps of Engineers 
transformed a historical 166 km 
meandering river with a 1.5 to 3 km 
wide floodplain into a 90 km long 
canal flowing through a series of five

Naturally variable flows create and 
maintain the dynamics of in-channel 
and floodplain conditions and habi­
tats that are essential to aquatic and 
riparian species, as shown schemati­
cally in Figure 4. For purposes of 
illustration, we treat the components 
of a flow regime individually, al­
though in reality they interact in 
complex ways to regulate geomor- 
phic and ecological processes. In de­
scribing the ecological functions as­
sociated with the components of a 
flow regime, we pay particular at­
tention to high- and low-flow events, 
because they often serve as ecologi­
cal “bottlenecks” that present criti­
cal stresses and opportunities for a 
wide array of riverine species (Poff 
and Ward 1989).
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Figure 4. Geomorphic and ecological functions provided by different levels of flow. 
W ater tables that sustain riparian vegetation and that delineate in-channel baseflow 
habitat are maintained by groundwater inflow and flood recharge (A). Floods of 
varying size and timing are needed to maintain a diversity of riparian plant species 
and aquatic habitat. Small floods occur frequently and transport fine sediments, 
maintaining high benthic productivity and creating spawning habitat for fishes (B). 
Intermediate-size floods inundate low-lying floodplains and deposit entrained sedi­
ment, allowing for the establishment of pioneer species (C). These floods also import 
accumulated organic material into the channel and help to maintain the characteristic 
form of the active stream channel. Larger floods that recur on the order of decades 
inundate the aggraded floodplain terraces, where later successional species establish 
(D). Rare, large floods can uproot mature riparian trees and deposit them in the channel, 
creating high-quality habitat for many aquatic species (E).

The magnitude and frequency of 
high and low flows regulate numer­
ous ecological processes. Frequent, 
moderately high flows effectively 
transport sediment through the chan­
nel (Leopold et al. 1964). This sedi­
ment movement, combined with the 
force of moving water, exports or­
ganic resources, such as detritus and 
attached algae, rejuvenating the bio­
logical community and allowing 
many species with fast life cycles and 
good colonizing ability to reestab­
lish (Fisher 1983). Consequently, the 
composition and relative abundance 
of species that are present in a stream 
or river often reflect the frequency 
and intensity of high flows (Meffe 
and Minckley 1987, Schlosser 1985).

High flows provide further eco­
logical benefits by maintaining eco­
system productivity and diversity. 
For example, high flows remove and 
transport fine sediments that would 
otherwise fill the interstitial spaces 
in productive gravel habitats (Beschta 
and Jackson 1979). Floods import 
woody debris into the channel (Keller 
and Swanson 1979), where it creates 
new, high-quality habitat (Figure 4; 
Moore and Gregory 1^88, Wallace 
and Benke 1984). By connecting the 
channel to the floodplain, high 
overbank flows also m aintain 
broader productivity and diversity. 
Floodplain wetlands provide impor­
tant nursery grounds for fish and 
export organic matter and organ­
isms back into the main channel (Junk 
et al. 1989, Sparks 1995, Welcomme 
1992). The scouring of floodplain 
soils rejuvenates habitat for plant 
species that germinate only on bar­
ren, wetted surfaces that are free of 
competition (Scott et al. 1996) or 
that require access to shallow water 
tables (Stromberg et al. 1997). Flood- 
resistant, disturbance-adapted ripar­
ian communities are maintained by 
flooding along river corridors, even 
in river sections that have steep banks 
and lack floodplains (Hupp and 
Osterkamp 1985).

Flows of low magnitude also pro­
vide ecological benefits. Periods of 
low flow may present recruitment 
opportunities for riparian plant spe­
cies in regions where floodplains are 
frequently inundated (Wharton et 
al. 1981). Streams that dry tempo­
rarily, generally in arid regions, have 
aquatic (Williams and Hynes 1977)

and riparian (Nilsen et al. 1984) spe­
cies with special behavioral or physi­
ological adaptations that suit them 
to these harsh conditions.

The duration of a specific flow 
condition often determines its eco­
logical significance. For example, dif­
ferences in tolerance to prolonged 
flooding in riparian plants (Chapman 
et al. 1982) and to prolonged low flow 
in aquatic invertebrates (Williams and 
Hynes 1977) and fishes (Closs and 
Lake 1996) allow these species to 
persist in locations from which they 
might otherwise be displaced by 
dominant, but less tolerant, species.

The timing, or predictability, of 
flow events is critical ecologically 
because the life cycles of many 
aquatic and riparian species are timed 
to either avoid or exploit flows of 
variable magnitudes. For example, 
the natural timing of high or low 
streamflows provides environmen­
tal cues for initiating life cycle tran­
sitions in fish, such as spawning 
(Montgomery et al. 1983, Nesler et 
al. 1988), egg hatching (Næsje et al. 
1995), rearing (Seegrist and Gard 
1978), movement onto the flood- 
plain for feeding or reproduction 
(Junk et al. 1989, Sparks 1995, 
Welcomme 1992), or migration up­
stream or downstream (Trépanier et 
al. 1996). Natural seasonal varia­
tion in flow conditions can prevent

the successful establishment of non­
native species with flow-dependent 
spawning and egg incubation require­
ments, such as striped bass (M orone 
sax a tilis ; Turner and Chadwick 
1972) and brown trout (Salmo trutta; 
Moyle and Light 1996, Strange et al. 
1992).

Seasonal access to floodplain wet­
lands is essential for the survival of 
certain river fishes, and such access 
can directly link high wetland produc­
tivity with fish production in the stream 
channel (Copp 1989, Welcomme 
1979). Studies of the effects on stream 
fishes of both extensive and limited 
floodplain inundation (Finger and 
Stewart 1987, Ross and Baker 1983) 
indicate that some fishes are adapted 
to exploiting floodplain habitats, and 
these species decline in abundance 
when floodplain use is restricted. 
Models indicate that catch rates and 
biomass of fish are influenced by 
both maximum and minimum wet­
land area (Power et al. 1 995 , 
Welcomme and Hagborg 1977), and 
empirical work shows that the area 
of floodplain water bodies during 
nonflood periods influences the spe­
cies richness of those wetland habi­
tats (Halyk and Balon»f|983). The 
timing of floodplain inundation is 
important for some fish because mi­
gratory and reproductive behaviors 
must coincide with access to and avail-
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Table 2 . Ecological responses to alterations in com ponents of natural flow regim e.3

Flow component Specific alteration Ecological response Reference(s)

Magnitude and 
frequency

Increased variation Wash-out and/or stranding 
Loss of sensitive species

Increased algal scour and wash-out of 
organic matter

Cushman 1985, Petts 1984 
Gehrke et al. 1995, Kingsolving 
and Bain 1993, Travnichek et 
al. 1995 
Petts 1984

Life cycle disruption Scheidegger and Bain 1995

Flow stabilization
Altered energy flow
Invasion or establishment of exotic species, 
leading to:

Local extinction
Threat to native commercial species 
Altered communities

Reduced water and nutrients to floodplain 
plant species, causing:

Seedling desiccation 
Ineffective seed dispersal 
Loss of scoured habitat patches and second­
ary channels needed for plant establishment

Encroachment of vegetation into channels

Valentin et al. 1995

Kupferberg 1996, Meffe 1984 
Stanford et al. 1996 
Busch and Smith 1995, Moyle 
1986, Ward and Stanford 1979

Duncan 1993 
Nilsson 1982
Fenner et al. 1985, Rood et al. 
1995, Scott et al. 1997, 
Shankman and Drake 1990 
Johnson 1994, Nilsson 1982

Timing Loss of seasonal flow peaks Disrupt cues for fish:
Spawning

Egg hatching 
Migration

Loss of fish access to wetlands or backwaters 
Modification of aquatic food web structure 
Reduction or elimination of riparian plant 
recruitment
Invasion of exotic riparian species 
Reduced plant growth rates

Fausch and Bestgen 1997, 
Montgomery et al. 1993, Nesler 
et al. 1988 
Nsesje et al. 1995 
Williams 1996
Junk et al. 1989, Sparks 1995 
Power 1992, Wootton et al. 1996 
Fenner et al. 1985

Horton 1977
Reily and Johnson 1982

Duration Prolonged low flows Concentration of aquatic organisms 
Reduction or elimination of plant cover 
Diminished plant species diversity 
Desertification of riparian species 
composition
Physiological stress leading to reduced plant 
growth rate, morphological change, 
or mortality

Cushman 1985, Petts 1984 
Taylor 1982 
Taylor 1982
Busch and Smith 1995, Stromberg 
et al. 1996
Kondolf and Curry 1986, Perkins et 
al. 1984, Reily and Johnson 1982, 
Rood et al. 1995, Stromberg et al. 
1992

Prolonged baseflow “spikes” Downstream loss of floating eggs Robertson 1997

Altered inundation duration Altered plant cover types Auble et al. 1994

Prolonged inundation Change in vegetation functional type 
Tree mortality
Loss of riffle habitat for aquatic species

Bren 1992, Connor et al. 1981 
Harms et al. 1980 
Bogan 1993

Rate of change Rapid changes in river stage Wash-out and stranding of aquatic species Cushman 1985, Petts 1984

Accelerated flood recession Failure of seedling establishment Rood et al. 1995

'Only representative studies are listed here. Additional references are located on the Web at http://lamar.colostate.edu/~poff/natflow.html.

ability of floodplain habitats (Wel- 
comme 1979). The match of reproduc­
tive period and wetland access also 
explains some of the yearly variation 
in stream fish community composition 
(Finger and Stewart 1987).

Many riparian plants also have 
life cycles that are adapted to the 
seasonal timing components of natu­

ral flow regimes through their “emer­
gence phenologies”—the seasonal 
sequence of flowering, seed dispersal, 
germination, and seedling growth. 
The interaction of emergence phe­
nologies with temporally varying 
environmental stress from flooding 
or drought helps to maintain high 
species diversity in, for example,

southern floodplain forests (Streng 
et al. 1989). Productivity of riparian 
forests is also influenced by flow 
timing and can increase when short- 
duration flooding occurs in the grow­
ing season (Mitsch and Rust 1984, 
Molles et al. 1995).

The rate of change, or flashiness, 
in flow conditions can influence spe-
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cies persistence and coexistence. In 
many streams and rivers, particu­
larly in arid areas, flow can change 
dramatically over a period of hours 
due to heavy storms. Non-native 
fishes generally lack the behavioral 
adaptations to avoid being displaced 
downstream by sudden floods 
(Minckley and Deacon 1991). In a 
dramatic example of how floods can 
benefit native species, Meffe (1984) 
documented that a native fish, the Gila 
topminnow (Poeciliopsis occidentalis), 
was locally extirpated by the intro­
duced predatory mosquitofish (Gam- 
busia affinis) in locations where natu­
ral flash floods were regulated by 
upstream dams, but the native species 
persisted in naturally flashy streams.

Rapid flow increases in streams of 
the central and southwestern United 
States often serve as spawning cues 
for native minnow species, whose 
rapidly developing eggs are either 
broadcast into the water column or 
attached to submerged structures as 
floodwaters recede (Fausch and Best- 
gen 1997, Robertson in press). More 
gradual, seasonal rates of change in 
flow conditions also regulate the per­
sistence of many aquatic and riparian 
species. Cottonwoods (Populus spp.), 
for example, are disturbance species 
that establish after winter-spring 
flood flows, during a narrow “win­
dow of opportunity” when competi­
tion-free alluvial substrates and wet 
soils are available for germination. 
A certain rate of floodwater reces­
sion is critical to seedling germina­
tion because seedling roots must re­
main connected to a receding water 
table as they grow downward (Rood 
and Mahoney 1990).

Ecological responses to altered 
flow regimes
Modification of the natural flow re­
gime dram atically affects both 
aquatic and riparian species in 
streams and rivers worldwide. Eco­
logical responses to altered flow re­
gimes in a specific stream or river 
depend on how the components of 
flow have changed relative to the 
natural flow regime for that particu­
lar stream or river (Poff and Ward 
1990) and how specific geomorphic 
and ecological processes will respond 
to this relative change. As a result of

variation in flow regime within and 
among rivers (Figure 2), the same 
human activity in different locations 
may cause different degrees of change 
relative to unaltered conditions and, 
therefore, have different ecological 
consequences.

Flow alteration commonly changes 
the magnitude and frequency of high 
and low flows, often reducing vari­
ability but sometimes enhancing the 
range. For example, the extreme daily 
variations below peaking power hy­
droelectric dams have no natural 
analogue in freshwater systems and 
represent, in an evolutionary sense, 
an extremely harsh environment of 
frequent, unpredictable flow distur­
bance. Many aquatic populations liv­
ing in these environments suffer high 
mortality from physiological stress, 
from wash-out during high flows, 
and from stranding during rapid de­
watering (Cushman 1985, Petts 
1984). Especially in shallow shore­
line habitats, frequent atmospheric 
exposure for even brief periods can 
result in massive mortality of bot­
tom-dwelling organisms and subse­
quent severe reductions in biological 
productivity (Weisberg et al. 1990). 
Moreover, the rearing and refuge 
functions of shallow shoreline or 
backwater areas, where many small 
fish species and the young of large 
species are found (Greenberg et al. 
1996, Moore and Gregory 1988), 
are severely impaired by frequent 
flow fluctuations (Bain et al. 1988, 
Stanford 1994). In these artificially 
fluctuating environments, specialized 
stream or river species are typically 
replaced by generalist species that 
tolerate frequent and large varia­
tions in flow. Furthermore, life cycles 
of many species are often disrupted 
and energy flow through the ecosys­
tem is greatly modified (Table 2). 
Short-term flow modifications clearly 
lead to a reduction in both the natu­
ral diversity and abundance of many 
native fish and invertebrates.

At the opposite hydrologic ex­
treme, flow stabilization below cer­
tain types of dams, such as water 
supply reservoirs, results in artifi­
cially constant environments that 
lack natural extremes. Although pro­
duction of a few species may in­
crease greatly, it is usually at the 
expense of other native species and 
of systemwide species diversity

(Ward and Stanford 1979). Many 
lake fish species have successfully 
invaded (or been intentionally estab­
lished in) flow-stabilized river envi­
ronments (Moyle 1986, Moyle and 
Light 1996). Often top predators, 
these introduced fish can devastate 
native river fish and threaten com­
mercially valuable stocks (Stanford 
et al. 1996). In the southwestern 
United States, virtually the entire 
native river fish fauna is listed as 
threatened under the Endangered 
Species Act, largely as a consequence 
of water withdrawal, flow stabiliza­
tion, and exotic species prolifera­
tion. The last remaining strongholds 
of native river fishes are all in dy­
namic, free-flowing rivers, where 
exotic fishes are periodically reduced 
by natural flash floods (Minckley 
and Deacon 1991, Minckley and 
Meffe 1987).

Flow stabilization also reduces the 
magnitude and frequency of overbank 
flows, affecting riparian plant species 
and communities. In rivers with con­
strained canyon reaches or multiple 
shallow channels, loss of high flows 
results in increased cover of plant 
species that would otherwise be re­
moved by flood scour (Ligon et al. 
1995, Williams and Wolman 1984). 
Moreover, due to other related ef­
fects of flow regulation, including 
increased water salinity, non-native 
vegetation often dominates, such as 
the salt cedar (Tamarix sp.) in the 
semiarid western United States 
(Busch and Smith 1995). In alluvial 
valleys, the loss of overbank flows 
can greatly modify riparian commu­
nities by causing plant desiccation, 
reduced growth, competitive exclu­
sion, ineffective seed dispersal, or 
failure of seedling establishment 
(Table 2).

The elimination of flooding may 
also affect animal species that de­
pend on terrestrial habitats. For ex­
ample, in the flow-stabilized Platte 
River of the United States Great 
Plains, the channel has narrowed 
dramatically (up to 85% ) over a 
period of decades (Johnson 1994). 
This narrowing has been facilitated 
by vegetative colonization of sand­
bars that formerly provided nest­
ing habitat for the threatened pip­
ing plover (Gharadius m elodius) 
and endangered least tern (Sterna 
antillarum ; Sidle et al. 1992). Sand-
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Prior to 1776, widespread beaver dams naturally control streamflow; dams gradually disappear as beavers are hunted 
_to near extinction; mill dams replace beaver dams as territory is settled.

1824 - Creation of Army Corps of Engineers, with task of keeping rivers navigable; federal government begins support 
of commercial navigation on the Mississippi.

1825 - Completion of Erie Canal, creating transport route from the Hudson River to the Great Lakes.

1849, 1850, 1860 - Swamp Land Acts, transferring 65 million acres of wetlands in 15 states from federal to state 
administration for purpose of drainage;. 1850 Act gives Everglades to Florida.

------ 1880’s - ditching and draining of wetlands in tributaries to the Mississippi River begins.

1901 - canal built from Colorado River to Salton Sink and the Imperial Valley is born. Floods of 1904-1905 create 
Salton Sea, and the river is put back in its original channel.

1902 - Reclamation Project Act, establishing Reclamation Service to “nationalize the works of irrigation”.

1920 - Federal Power Act authorizes licensing of non-federal hydropower dams.

1927 - Mississippi River floods, proving existing levees inadequate and leading to 1928 Flood Control Act.
_1928 - Colorado River Compact ratified, partitioning the river's water 

1933 - Tennessee Valley Authority Act passed, and nation embarks on first multipurpose project for controlling and 
_ using a river.

1935 - Hoover Dam dedicated by FDR.
—1930-1940 - U.S. Army Corps constructs 9-Foot Channel Project, turning upper Mississippi into an intra-continental 

channel.
_1940 - channel straightening of tributaries to the Mississippi River begins.

1944 - Flood Control Act authorizes federal participation in flood control projects, and estaolishes recreation as a full 
purpose for flood control projects.

1953 - building of flood control dams begins on the Mississippi River. 750 miles channelized upstream from mouth. 
_1954 - Watershed Protection and Flood Prevention Act, begins active Soil Conservation Service involvement in helping 

farmers to channelize streams.

1963 - Glen Canyon Dam completed; 1964 - U.S. and Canada ratify Columbia River Treaty; 1965 - California State 
Water Project approved.

____1968 - Wild and Scenic Rivers Act passed to preserve certain rivers in “free-flowing condition” .

1978 - PURPA passed, providing market for small-scale hydropower generation.

-1986 - Electric Consumers Protection Act - amends Federal Power Act, requires FERC to give equal consideration to 
power generation potential and fish, wildlife, recreation, and other aspects of environmental quality during dam 
licensing/relicensing.

1992 - legislation approved for federal purchase and removal of 2 private dams on the Eiwha River, to restore fish 
passage.

_1993 - major flood on Mississippi River causes extensive damage.

_1996 - Controlled flood of Colorado River at Grand Canyon; restoration of Everglades begins.

Figure 5. A brief history of flow alteration in the United States.

hill cranes (Grus canadensis), which 
made the Platte River famous, have 
abandoned river segments that have 
narrowed the most (Krapu et al. 1984).

Changes in the duration of flow 
conditions also have significant bio­
logical consequences. Riparian plant 
species respond dramatically to chan­
nel dewatering, which occurs fre­
quently in arid regions due to surface 
water diversion and groundwater 
pumping. These biological and eco­
logical responses range from altered 
leaf morphology to total loss of ri­
parian vegetation cover (Table 2). 
Changes in duration of inundation, 
independent of changes in annual 
volume of flow, can alter the abun­
dance of plant cover types (Auble et 
al. 1994). For example, increased 
duration of inundation has contrib­
uted to the conversion of grassland 
to forest along a regulated Austra­
lian river (Bren 1992). For aquatic 
species, prolonged flows of particu­
lar levels can also be damaging. In 
the regulated Pecos River of New 
Mexico, artificially prolonged high 
summer flows for irrigation displace 
the floating eggs of the threatened 
Pecos bluntnose shiner (Notropis sinius 
pecosensis) into unfavorable habitat, 
where none survive (Robertson in 
press).

Modification of natural flow tim­
ing, or predictability, can affect 
aquatic organisms both directly and 
indirectly. For example, some native 
fishes in Norway use seasonal flow 
peaks as a cue for egg hatching, and 
river regulation that eliminates these 
peaks can directly reduce local popu­
lation sizes of these species (Nsesje et 
al. 1995). Furthermore, entire food 
webs, not just single species, may be 
modified by altered flow timing. In 
regulated rivers of northern Califor­
nia, the seasonal shifting of scouring 
flows from winter to summer indi­
rectly reduces the growth rate of juve­
nile steelhead trout (Oncorhyncus 
my kiss) by increasing the relative 
abundance of predator-resistant in­
vertebrates that divert energy away 
from the food chain leading to trout 
(Wootton et al. 1996). In unregu­
lated rivers, high winter flows re­
duce these predator-resistant insects 
and favor species that are more pal­
atable to fish.

Riparian plant species are also 
strongly affected by altered flow tim­

ing (Table 2). A shift in timing of 
peak flows from spring to summer, 
as often occurs when reservoirs are 
managed to supply irrigation water, 
has prevented reestablishment of the 
Frem ont cottonw ood (P opu lu s  
frem ontii), the dominant plant spe­
cies in Arizona, because flow peaks 
now occur after, rather than before, 
its germination period (Fenner et al.
1985). Non-native plant species with 
less specific germination require­
ments may benefit from changes in 
flood timing. For example, salt 
cedar’s (Tamarix sp.) long seed dis­
persal period allows it to establish 
after floods occurring any time during 
the growing season, contributing to its 
abundance on floodplains of the west­
ern United States (Horton 1977).

Altering the rate of change in flow 
can negatively affect both aquatic 
and riparian species. As mentioned 
above, loss of natural flashiness

threatens most of the native fish fauna 
of the American Southwest (Minckley 
and Deacon 1991), and artificially 
increased rates of change caused by 
peaking power hydroelectric dams 
on historically less flashy rivers cre­
ates numerous ecological problems 
(Table 2; Petts 1984). A modified 
rate of change can devastate riparian 
species, such as cottonwoods, whose 
successful seedling growth depends 
on the rate of groundwater recession 
following floodplain inundation. In 
the St. Mary River in Alberta, 
Canada, for example, rapid draw­
downs of river stage during spring 
have prevented the recruitment of 
young trees (Rood and Mahoney 
1990). Such effects can be reversed, 
however. Restoration of the spring 
flood and its natural, slow recession 
in the Truckee River in California 
has allowed the successful establish­
ment of a new generation of cotton-

778 BioScience Vol. 47 No. 11



Table 3. Recent projects in which restoration of some component(s) of natural flow regimes has occurred or been proposed 
for specific ecological benefits.

Location Flow component(s) Ecological purpose(s) Reference

Trinity River, CA Mimic timing and magnitude of peak 
flow

Rejuvenate in-channel gravel habitats; restore 
early riparian succession; provide migration 
flows for juvenile salmon

Barinaga 1996a

Truckee River, CA Mimic timing, magnitude, and duration 
of peak flow, and its rate of change 
during recession

Restore riparian trees, especially cottonwoods Klotz and Swanson 
1997

Owens River, CA Increase base flows; partially restore 
overbank flows

Restore riparian vegetation and habitat for 
native fishes and non-native brown trout

Hill and Platts in 
press

Rush Creek, CA (and other 
tributaries to Mono Lake)

Increase minimum flows Restore riparian vegetation and habitat for 
waterfowl and non-native fishes

LADWP 1995

Oldman River and tributaries, Increase summer flows; reduce rates of 
southern Alberta, Canada postflood stage decline; mimic natural 

flows in wet years

Restore riparian vegetation (cottonwoods) 
and cold-water (trout) fisheries

Rood et al. 1995

Green River, UT Mimic timing and duration of peak flow 
and duration and timing of nonpeak 
flows; reduce rapid baseflow fluctu­
ations from hydropower generation

Recovery of endangered fish species; enhance 
other native fishes

Stanford 1994

San Juan River, UT/NM Mimic magnitude, timing, and duration 
of peak flow; restore low winter 
baseflows

Recovery of endangered fish species __b

Gunnison River, CO Mimic magnitude, timing, and duration 
of peak flow; mimic duration and timing 
of nonpeak flows

Recovery of endangered fish species ' ?b Ì 1

Rio Grande River, NM Mimic timing and duration of flood- 
plain inundation

Ecosystem processes (e.g., nitrogen flux, 
microbial activity, litter decomposition)

Molles et al. 1995

Pecos River, NM Regulate duration and magnitude of 
summer irrigation releases to mimic 
spawning flow “spikes”; maintain 
minimum flows

Determine spawning and habitat needs 
for threatened fish species^ui

Robertson 1997

Colorado River, AZ Mimic magnitude and timing Restore habitat for endangered fish species 
and scour riparian zone

Collier et al. 1997

Bill Williams River, AZ 
(proposed)

Mimic natural flood peak timing 
and duration

Promote establishment of native trees 'JJSCOE 1996

Pemigewasset River, NH Reduce frequency (i.e., to no more 
than natural frequency) of high flows 
during summer low-flow season; reduce 
rate of change between low and high 
flows during hydropower cycles

Enhance native Atlantic salmon recovery FERC 1995

Roanoke River, VA Restore more natural patterning of 
monthly flows in spring; reduce rate of 
change between low and high flows 
during hydropower cycles

Increased reproduction of striped bass Rulifson and Manooch 
1993

Kissimmee River, FL Mimic magnitude, duration, rate of 
change, and timing of high- and low- 
flow periods

Restore floodplain inundation to recover 
wetland functions; reestablish in-channel ; 
habitats for fish and other aquatic species

Toth 1995

L aJ. Polos, 1997, personal communication. US Fish &c Wildlife Service, Areata, CA,
bF. Pfeifer, 1997, personal communication. US Fish &  Wildlife Service, Grand Junction, CO.

wood trees (Klotz and Swanson
1997).

Recent approaches to 
streamflow management
Methods to estimate environmental 
flow requirements for rivers focus

primarily on one or a few species 
that live in the wetted river channel. 
Most of these methods have the nar­
row intent of establishing minimum 
allowable flows. The simplest make 
use of easily analyzed flow data, of 
assumptions about the regional simi­
larity of rivers, and of professional

opinions of the minimal flow needs 
for certain fish species (e.g., Larson 
1981), ;

A more sophisticated assessment 
of how changes in river flow affect 
aquatic habitat is provided by the 
Instream Flow Incremental Method­
ology (IFIM; Bovee and Milhous
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1978). IFIM combines two models, a 
biological one that describes the physi­
cal habitat preferences of fishes (and 
occasionally macroinvertebrates) in 
terms of depth, velocity, and substrate, 
and a hydraulic one that estimates 
how the availability of habitat for 
fish varies with discharge. IFIM has 
been widely used as an organiza­
tional framework for formulating 
and evaluating alternative water 
management options related to pro­
duction of one or a few fish species 
(Stalnaker et al. 1995).

As a predictive tool for ecological 
management, the IFIM modeling 
approach has been criticized both in 
terms of the statistical validity of its 
physical habitat characterizations 
(Williams 1996) and the limited re­
alism of its biological assumptions 
(Castleberry et al. 1996). Field tests 
of its predictions have yielded mixed 
results (Morehardt 1986). Although 
this approach continues to evolve, 
both by adding biological realism 
(Van Winkle et al. 1993) and by 
expanding the range of habitats 
modeled (Stalnaker et al. 1995), in 
practice it is often used only to estab­
lish minimum flows for “important” 
(i.e., game or imperiled) fish species. 
But current understanding of river 
ecology clearly indicates that fish 
and other aquatic organisms require 
habitat features that cannot be main­
tained by minimum flows alone (see 
Stalnaker 1990). A range of flows is 
necessary to scour and revitalize 
gravel beds, to import wood and 
organic matter from the floodplain, 
and to provide access to productive 
riparian wetlands (Figure 4). Inter­
annual variation in these flow peaks 
is also critical for maintaining chan­
nel and riparian dynamics. For ex­
ample, imposition of only a fixed 
high-flow level each year would sim­
ply result in the equilibration of in­
channel and floodplain habitats to 
these constant peak flows.

Moreover, a focus on one or a few 
species and on minimum flows fails 
to recognize that what is “good” for 
the ecosystem may not consistently 
benefit individual species, and that 
what is good for individual species 
may not be of benefit to the ecosys­
tem. Long-term studies of naturally 
variable systems show that some spe­
cies do best in wet years, that other 
species do best in dry years, and that

overall biological diversity and eco­
system function benefit from these 
variations in species success (Tilman 
et al. 1994). Indeed, experience in 
river restoration clearly shows the 
impossibility of simultaneously en­
gineering optimal conditions for all 
species (Sparks 1992, 1995, Toth 
1995). A holistic view that attempts 
to restore natural variability in eco­
logical processes and species success 
(and that acknowledges the tremen­
dous uncertainty that is inherent in 
attempting to mechanistically model 
all species in the ecosystem) is neces­
sary for ecosystem management and 
restoration (Franklin 1993).

Managing toward a natural 
flow regime
The first step toward better incorpo­
rating flow regime into the manage­
ment of river ecosystems is to recog­
nize that extensive human alteration 
of river flow has resulted in wide­
spread geomorphic and ecological 
changes in these ecosystems. The his­
tory of river use is also a history of 
flow alteration (Figure 5). The early 
establishment of the US Army Corps 
of Engineers is testimony to the im­
portance that the nation gave to de­
veloping navigable water routes and 
to controlling recurrent large floods. 
However, growing understanding of 
the ecological impacts of flow alter­
ation has led to a shift toward an 
appreciation of the merits of free- 
flowing rivers. For example, the Wild 
and Scenic Rivers Act of 1968 recog­
nized that the flow of certain rivers 
should be protected as a national 
resource, and the recent blossoming 
of natural flow restoration projects 
(Table 3) may herald the beginning 
of efforts to undo some of the dam­
age of past flow alterations. The next 
century holds promise as an era for 
renegotiating human relationships 
with rivers, in which lessons from past 
experience are used to direct wise and 
informed action in the future.

A large body of evidence has 
shown that the natural flow regime 
of virtually all rivers is inherently 
variable, and that this variability is 
critical to ecosystem function and 
native biodiversity. As we have al­
ready discussed, rivers with highly 
altered and regulated flows lose their 
ability to support natural processes

and native species. Thus, to protect 
pristine or nearly pristine systems, it 
is necessary to preserve the natural 
hydrologic cycle by safeguarding 
against upstream river development 
and damaging land uses that modify 
runoff and sediment supply in the 
watershed.

Most rivers are highly modified, 
of course, and so the greatest chal­
lenges lie in managing and restoring 
rivers that are also used to satisfy 
human needs. Can reestablishing the 
natural flow regime serve as a useful 
management and restoration goal? 
We believe that it can, although to 
varying degrees, depending on the 
present extent of human interven­
tion and flow alteration affecting a 
particular river. Recognizing the 
natural variability of river flow and 
explicitly incorporating the five com­
ponents of the natural flow regime 
(i.e., magnitude, frequency, duration, 
timing, and rate of change) into a 
broader framework for ecosystem 
management would constitute a 
major advance over most present 
management, which focuses on mini­
mum flows and on just a few species. 
Such recognition would also con­
tribute to the developing science of 
stream restoration in heavily altered 
watersheds, where, all too often, 
physical channel features (e.g., bars 
and woody debris) are re-created 
without regard to restoring the flow 
regime that will help to maintain 
these re-created features.

Just as rivers have been incremen­
tally modified, they can be incre­
mentally restored, with resulting 
improvements to many physical and 
biological processes. A list of recent 
efforts to restore various components 
of a natural flow regime (that is, to 
“naturalize” river flow) demon­
strates the scope for success (Table 
3). Many of the projects summarized 
in Table 3 represent only partial steps 
toward full flow restoration, but they 
have had demonstrable ecological 
benefits. For example, high flood 
flows followed by mimicked natural 
rates of flow decline in the Oldman 
River of Alberta, Canada, resulted in 
a massive cottonwood recruitment 
that extended for more than 500 km 
downstream from the Oldman Dam. 
Dampening of the unnatural flow 
fluctuations caused by hydroelectric 
generation on the Roanoke River in

780 BioScience Vol. 47 No. 11



Virginia has increased juvenile abun­
dances of native striped bass. Mim­
icking short-duration flow spikes that 
are historically caused by summer 
thunderstorms in the regulated Pecos 
River of New Mexico has benefited 
the reproductive success of the Pecos 
bluntnose shiner.

We also recognize that there are 
scientific limits to how precisely the 
natural flow regime for a particular 
river can be defined. It is possible to 
have only an approximate knowl­
edge of the historic condition of a 
river, both because some human ac­
tivities may have preceded the instal­
lation of flow gauges, and because 
climate conditions may have changed 
over the past century or more. Fur­
thermore, in many rivers, year-to- 
year differences in the timing and 
quantity of flow result in substantial 
variability around any average flow 
condition. Accordingly, managing 
for the “average” condition can be 
misguided. For example, in human- 
altered rivers that are managed for 
incremental improvements, restoring 
a flow pattern that is simply propor­
tional to the natural hydrograph in 
years with little runoff may provide 
few if any ecological benefits, be­
cause many geomorphic and eco­
logical processes show nonlinear re­
sponses to flow. Clearly, half of the 
peak discharge will not move half of 
the sediment, half of a migration- 
motivational flow will not motivate 
half of the fish, and half of an 
overbank flow will not inundate half 
of the floodplain. In such rivers, more 
ecological benefits would accrue 
from capitalizing on the natural be- 
tween-year variability in flow. For 
example, in years with above-aver­
age flow, “surplus” water could be 
used to exceed flow thresholds that 
drive critical geomorphic and eco­
logical processes.

If full flow restoration is impos­
sible, mimicking certain geomorphic 
processes may provide some ecologi­
cal benefits. Well-timed irrigation 
could stimulate recruitment of val­
ued riparian trees such as cotton­
woods (Friedman et al. 1995). Stra­
tegically clearing vegetation from 
river banks could provide new 
sources of gravel for sediment- 
starved regulated rivers with reduced 
peak flows (e.g., Ligon et al. 1995). 
In all situations, managers will be

required to make judgments about 
specific restoration goals and to work 
with appropriate components of the 
natural flow regime to achieve those 
goals. Recognition of the natural flow 
variability and careful identification 
of key processes that are linked to 
various components of the flow re­
gime are critical to making these 
judgments.

Setting specific goals to restore a 
more natural regime in rivers with 
altered flows (or, equally important, 
to preserve unaltered flows in pristine 
rivers) should ideally be a cooperative 
process involving river scientists, re­
source managers, and appropriate 
stakeholders. The details of this pro­
cess will vary depending on the spe­
cific objectives for the river in ques­
tion, the degree to which its flow 
regime and other environmental vari­
ables (e.g., thermal regime, sediment 
supply) have been altered, and the 
social and economic constraints that 
are in play. Establishing specific cri­
teria for flow restoration will be chal­
lenging because our understanding 
of the interactions of individual flow 
components with geomorphic and 
ecological processes is incomplete. 
However, quantitative, river-specific 
standards can, in principle, be devel­
oped based on the reconstruction of 
the natural flow regime (e.g., Rich­
ter et al. 1997). Restoration actions 
based on such guidelines should be 
viewed as experiments to be moni­
tored and evaluated—that is, adap­
tive management—to provide criti­
cal new knowledge for creative 
management of natural ecosystem 
variability (Table 3).

To manage rivers from this new 
perspective, some policy changes are 
needed. The narrow regulatory fo­
cus on minimum flows and single 
species impedes enlightened river 
management and restoration, as do 
the often conflicting mandates of the 
many agencies and organizations that 
are involved in the process. Revi­
sions of laws and regulations, and 
redefinition of societal goals and poli­
cies, are essential to enable managers 
to use the best science to develop ap­
propriate management programs.

Using science to guide ecosystem 
management requires that basic and 
applied research address difficult 
questions in complex, real-world set­
tings, in which experimental con­

trols and statistical replication are 
often impossible. Too little attention 
and too few resources have been de­
voted to clarifying how restoring 
specific components of the flow re­
gime will benefit the entire ecosys­
tem. Nevertheless, it is clear that, 
whenever possible, the natural river 
system should be allowed to repair 
and maintain itself. This approach is 
likely to be the most successful and 
the least expensive way to restore 
and maintain the ecological integrity 
of flow-altered rivers (Stanford et al. 
1996). Although the most effective 
mix of human-aided and natural re­
covery methods will vary with the 
river, we believe that existing knowl­
edge makes a strong case that restor­
ing natural flows should be a corner­
stone of our management approach 
to river ecosystems.

Acknowledgments
We thank the following people for 
reading and commenting on earlier 
versions of this paper: Jack Schmidt, 
Lou Toth, Mike Scott, David Wegner, 
Gary Meffe, Mary Power, Kurt 
Fausch, Jack Stanford, Bob Naiman, 
Don Duff, John Epifanio, Lori 
Robertson, Jeff Baumgartner, Tim 
Randle, David Harpman, Mike 
Armbruster, and Thomas Payne. 
Members of the Hydropower Re­
form Coalition also offered construc­
tive comments. Excellent final re­
views were provided by Greg Auble, 
Carter Johnson, an anonymous re­
viewer, and the editor of BioScience. 
Robin Abell contributed to the de­
velopment of the timeline in Figure 
5, and graphics assistance was pro­
vided by Teresa Peterson (Figure 3), 
Matthew Chew (Figure 4) and Robin 
Abell and Jackie Howard (Figure 5). 
We also thank the national offices of 
Trout Unlimited and American Riv­
ers for encouraging the expression of 
the ideas presented here. We espe­
cially thank the George Gund Foun­
dation for providing a grant to hold 
a one-day workshop, and The Na­
ture Conservancy for providing lo­
gistical support for several of the 
authors prior to the workshop.

References cited
Abramovitz JN. 1996. Imperiled waters, im­

poverished future: the decline of freshwa-

December 781



ter ecosystems. Washington (DC): World- 
watch Institute. Worldwatch paper nr 128.

Allan JD , Flecker AS. 1993. Biodiversity con­
servation in running waters. BioScience 
43: 32-43.

Arthington AH, King JM , O’Keefe JH, Bunn 
SE, Day JA, Pusey BJ, Bluhdorn DR, Thame 
R. 1991. Development of an holistic ap­
proach for assessing environmental flow 
requirements of riverine ecosystems. Pages 
69-76 in Pigram JJ, Hooper BA, eds. Water 
allocation for the environment: proceed­
ings of an international seminar and work­
shop. University of New England Armidale 
(Australia): The Centre for Water Policy 
Research.

Auble GT, Friedman JM , Scott ML. 1994. 
Relating riparian vegetation to present and 
future streamflows. Ecological Applications 
4: 544-554.

Bain MB, Finn JT , Booke HE. 1988. Streamflow 
regulation and fish community structure. 
Ecology 69: 382-392.

Barinaga M. 1996. A recipe for river recovery? 
Science 273: 1648-1650.

Beschta RL, Jackson WL. 1979. The intrusion 
of fine sediments into a stable gravel bed. 
Journal of the Fisheries Research Board of 
Canada 36: 207-210.

Beven KJ. 1986. Hillslope runoff processes and 
flood frequency characteristics. Pages 187- 
202 in Abrahams AD, ed. Hillslope pro­
cesses. Boston: Allen and Unwin.

Bogan AE. 1993. Freshwater bivalve extinc­
tions (Mollusca: Unionida): a search for 
causes. American Zoologist 33: 599-609.

Bovee KD, Milhous R. 1978. Hydraulic simu­
lation in instream flow studies: theory and 
techniques. Ft. Collins (CO): Office of Bio­
logical Services, US Fish & Wildlife Service. 
Instream Flow Information Paper nr 5, FWS/ 
OBS-78/33.

Bren LJ. 1992. Tree invasion of an intermittent 
wetland in relation to changes in the flood­
ing frequency of the River Murray, Austra­
lia. Australian Journal of Ecology 17: 395- 
408.

Brookes A. 1988. Channelized rivers, perspec­
tives for environmental management. New 
York: John Wiley & Sons.

Busch DE, Smith SD. 1995. Mechanisms asso­
ciated with decline of woody species in 
riparian ecosystems of the Southwestern 
US. Ecological Monographs 65: 347-370.

Castleberry DT, et al. 1996. Uncertainty and 
instream flow standards. Fisheries 21: 2 0 - 
21 .

Chapman RJ, Hinckley TM, Lee LC, Teskey 
RO. 1982. Impact of water level changes on 
woody riparian and wetland communities. 
Vol. 10. Kearneysville (WV): US Fish & 
Wildlife Service. Publication nr OBS-82/83.

Chien N. 1985. Changes in river regime after 
the construction of upstream reservoirs. 
Earth Surface Processes and Landforms 10: 
143-159.

Closs GP, Lake PS. 1996. Drought, differential 
mortality and the coexistence of a native 
and an introduced fish species in a south 
east Australian intermittent stream. Envi­
ronmental Biology of Fishes 47: 17-26.

Collier M, Webb RH, Schmidt JC. 1996. Dams 
and rivers: primer on the downstream ef­
fects of dams. Reston (VA): US Geological 
Survey. Circular nr 1126.

Collier MP, Webb RH, Andrews ED. 1997.

Experimental flooding in the Grand Can­
yon. Scientific American 276: 82-89.

Connor WH, GosselinkJG, ParrondoRT. 1981. 
Comparison of the vegetation of three Loui­
siana swamp sites with different flooding 
regimes. American Journal of Botany 68: 
320-331.

Copp GH. 1989. The habitat diversity and fish 
reproductive function of floodplain ecosys­
tems. Environmental Biology of Fishes 26: 
1-27.

Cushman RM. 1985. Review of ecological ef­
fects of rapidly varying flows downstream 
from hydroelectric facilities. North Ameri­
can Journal of Fisheries Management 5: 
330-339.

Daniels RB. 1960. Entrenchment of the willow 
drainage ditch, Harrison County, Iowa. 
American Journal of Science 2 58 :161-176 .

Duncan RP. 1993. Flood disturbance and the 
coexistence of species in a lowland podocarp 
forest, south Westland, New Zealand. Jour­
nal of Ecology 81: 403-416.

Dunne T, Leopold LB. 1978. Water in Environ­
mental Planning. San Francisco: W. H. Free­
man and Co.

Echeverria JD, Barrow P, Roos-Collins R. 1989. 
Rivers at risk: the concerned citizen’s guide 
to hydropower. Washington (DC): Island 
Press.

Faber S. 1996. On borrowed land: public poli­
cies for floodplains. Cambridge (MA): Lin­
coln Institute of Land Policy.

Fausch KD, Bestgen KR. 1997. Ecology of 
fishes indigenous to the central and south­
western Great Plains. Pages 131-166 in 
Knopf FL, Samson FB, eds. Ecology and 
conservation of Great Plains vertebrates. 
New York: Springer-Verlag.

[FERC] Federal Energy Regulatory Commis­
sion. 1995. Relicensing the Ayers Island 
hydroelectric project in the Pemigewasset/ 
Merrimack River Basin. Washington (DC): 
Federal Energy Regulatory Commission. 
Final environmental impact statement, 
FERC Project nr 2456-009.

Fenner P, Brady WW, Patten DR. 1985. Effects 
of regulated water flows on regeneration of 
Fremont cottonwood. Journal of Range 
Management 38: 135-138.

Finger TR, Stewart EM. 1987. Response of 
fishes to flooding in lowland hardwood 
wetlands. Pages 86-92 in Matthews WJ, 
Heins DC, eds. Community and evolution­
ary ecology of North American stream fishes. 
Norman (OK): University of Oklahoma 
Press.

Fisher SG. 1983. Succession in streams. Pages 
7-27 in Barnes JR, Minshall GW, eds. Stream 
ecology: application and testing of general 
ecological theory. New York: Plenum Press.

Franklin JF. 1993. Preserving biodiversity: spe­
cies, ecosystems, or landscapes? Ecological 
Applications 3: 202-205.

Friedman JM , Scott ML, Lewis WM. 1995. 
Restoration of riparian forest using irriga­
tion, artificial disturbance, and natural 
seedfall. Environmental Management 19: 
547-557.

Gehrke PC, Brown P, Schiller CB, Moffatt DB, 
Bruce AM. 1995. River regulation and fish 
communities in the Murray-Darling river 
system, Australia. Regulated Rivers: Re­
search & Management 11: 363-375.

Greenberg L, Svendsen P, Harby A. 1996. Avail­
ability of microhabitats and their use by

brown trout (Salmo trutta) and grayling 
('Thymallus thymallus) in the River Vojman, 
Sweden. Regulated Rivers: Research & 
Management 12: 287-303.

Halyk LC, Balon EK. 1983. Structure and eco­
logical production of the fish taxocene of a 
small floodplain system. Canadian Journal 
of Zoology 61: 2446-2464.

Hammer TR. 1972. Stream channel enlarge­
ment due to urbanization. Water Resources 
Research 8: 1530-1540.

Harms WR, Schreuder HT, Hook DD, Brown 
CL, Shropshire FW. 1980. The effects of 
flooding on the swamp forest in Lake 
Oklawaha, Florida. Ecology 61:1412-1421.

Hill MT, Platts WS. In press. Restoration of 
riparian habitat with a multiple flow regime 
in the Owens River Gorge, California. Jour­
nal of Restoration Ecology.

Hill MT, Platts WS, Beschta RL. 1991. Ecologi­
cal and geomorphological concepts for 
instream and out-of-channel flow require­
ments. Rivers 2: 198-210.

Holling CS, Meffe GK. 1996. Command and 
control and the pathology of natural re­
source management. Conservation Biology 
10: 328-337.

Horton JS. 1977. The development and per­
petuation of the permanent tamarisk type in 
the phreatophyte zone of the Southwest. 
USDA Forest Service. General Technical 
Report nr RM-43: 124-127.

Hughes FMR. 1994. Environmental change, 
disturbance, and regeneration in semi-arid 
floodplain forests. Pages 3 2 1 -3 4 5  in 
Millington AC, Pye K, eds. Environmental 
change in drylands: biogeographical and 
geom orphological perspectives. New 
York: John Wiley & Sons.

Hughes RM, Noss RF. 1992. Biological diver­
sity and biological integrity: current con­
cerns for lakes and streams. Fisheries 17: 
11-19.

Hupp CR, Osterkamp WR. 1985. Bottomland 
vegetation distribution along Passage Creek, 
Virginia, in relation to fluvial landforms. 
Ecology 66: 670-681.

Johnson WC. 1994. Woodland expansion in 
the Platte River, Nebraska: patterns and 
causes. Ecological Monographs 64: 45-84.

Johnson WC, Burgess RL, Keammerer WR. 
1976. Forest overstory vegetation and envi­
ronment on the Missouri River floodplain 
in North Dakota. Ecological Monographs 
46: 59-84.

Junk WJ, Bayley PB, Sparks RE. 1989. The 
flood pulse concept in river-floodplain sys­
tems. Canadian Special Publication of Fish­
eries and Aquatic Sciences 106: 110-127.

Karr JR. 1991. Biological integrity: a long- 
neglected aspect of water resource manage­
ment. Ecological Applications 1: 66-84.

Karr JR , Toth LA, Dudley DR. 1985. Fish 
communities of midwestern rivers: a history 
of degradation. BioScience 35: 90-95.

Keller EA, Swanson FJ. 1979. Effects of large 
organic material on channel form and flu­
vial processes. Earth Surface Processes and 
Landforms 4: 351-380.

Kingsolving AD, Bain MB. 1993. Fish assem­
blage recovery along a riverine disturbance 
gradient. Ecological Applications 3: 531- 
544.

Klotz JR , Swanson S. 1997. Managed instream 
flows for woody vegetation recruitment, a 
case study. Pages 483-489  in Warwick J,

782 BioScience Vol. 47 No. 11



ed. Symposium proceedings: water resources 
education, training, and practice: opportu­
nities for the next century. American Water 
Resources Association, Universities Coun­
cil on Water Resources, American Water 
Works Association; 29 Jun-3 Jul; Keystone, 
CO.

Knox JC. 1972. Valley alluviation in south­
western Wisconsin. Annals of the Associa­
tion of American Geographers 62: 4 0 1 -  
410.

Kondolf GM, Curry RR. 1986. Channel ero­
sion along the Carmel River, Monterey 
County, California. Earth Surface Processes 
and Landforms 11: 307-319.

Krapu GL, Facey DE, Fritzell EK, Johnson DH. 
1984. Habitat use by migrant sandhill cranes 
in Nebraska. Journal of Wildlife Manage­
ment 48: 407-417.

Kupferberg SK. 1996. Hydrologic and geomor- 
phic factors affecting conservation of a river­
breeding frog (Rana boylii). Ecological 
Applications 6: 1332-1344.

Larson HN. 1981. New England flow policy. 
Memorandum, interim regional policy for 
New England stream flow recommenda­
tions. Boston: US Fish & Wildlife Service, 
Region 5.

Leopold LB. 1968. Hydrology for urban land 
planning: a guidebook on the hydrologic 
effects of land use. Reston (VA): US Geo­
logical Survey. Circular nr 554.

Leopold LB, Wolman MG, Miller JP. 1964. 
Fluvial processes in geomorphology. San 
Francisco: W. H. Freeman & Sons.

LigonFK, Dietrich WE, Trush WJ. 1995. Down­
stream ecological effects of dams, a geo- 
morphic perspective. BioScience 45: 183— 
192.

[LADWP] Los Angeles Department of Water 
and Power. 1995. Draft Mono Basin stream 
and channel restoration plan. Los Angeles: 
Department of Water and Power.

Meffe GK. 1984. Effects of abiotic disturbance 
on coexistence of predator and prey fish 
species. Ecology 65: 1525-1534.

Meffe GK, Minckley WL. 1987. Persistence 
and stability of fish and invertebrate assem­
blages in a repeatedly disturbed Sonoran 
Desert stream. American Midland Natural­
ist 117: 177-191.

Miller AJ. 1990. Flood hydrology and geomor- 
phic effectiveness in the central Appala­
chians. Earth Surface Processes and Land- 
forms 15 :1 1 9 -1 3 4 .

Minckley WL, Deacon JE, ed. 1991. Battle 
against extinction: native fish management 
in the American West. Tucson (AZ): Uni­
versity of Arizona Press.

Minckley WL, Meffe GK. 1987. Differential 
selection by flooding in stream-fish commu­
nities of the arid American Southwest. Pages 
93-104 in Matthews WJ, Heins DC, eds. 
Community and evolutionary ecology of 
North American stream fishes. Norman 
(OK): University of Oklahoma Press.

Mitsch WJ, Rust WG. 1984. Tree growth re­
sponses to flooding in a bottomland forest 
in northern Illinois. Forest Science 3 0 :4 9 9 -  
510.

Molles MC, Crawford CS, Ellis LM. 1995. 
Effects of an experimental flood on litter 
dynamics in the Middle Rio Grande ripar­
ian ecosystem. Regulated Rivers: Research 
&c Management 11: 275-281.

Montgomery WL, McCormick SD, Naiman

RJ, Whoriskey FG, Black GA. 1983. Spring 
migratory synchrony of salmonid, cato- 
stomid, and cyprinid fishes in Rivière â la 
Truite, Québec. Canadian Journal of Zool­
ogy 61: 2495-2502.

Moore KMS, Gregory SV. 1988. Response of 
young-of-the-year cutthroat trout to ma­
nipulations of habitat structure in a small 
stream. Transactions of the American Fish­
eries Society 117: 162-170.

Morehardt JE. 1986. Instream flow method­
ologies. Palo Alto (CA): Electric Power Re­
search Institute. Report nr EPRIEA-4819.

Moyle PB. 1986. Fish introductions into North 
America: patterns and ecological impact. 
Pages 27-43 in Mooney HA, Drake JA, eds. 
Ecology of biological invasions of North 
America and Hawaii. New York: Springer- 
Verlag.

Moyle PB, Light T. 1996. Fish invasions in 
California: do abiotic factors determine 
success? Ecology 77: 1666-1669.

Næsje T, Jonsson B, Skurdal J. 1995. Spring 
flood: a primary cue for hatching of river 
spawning Coregoninae. Canadian Journal 
of Fisheries and Aquatic Sciences 5 2 :2 1 9 0 -  
2196.

Naiman RJ, Magnuson JJ, McKnight DM, 
Stanford JA. 1995. The freshwater impera­
tive: a research agenda. Washington (DC): 
Island Press.

[NRC] National Research Council. 1992. Res­
toration of aquatic systems: science, tech­
nology, and public policy. Washington (DC): 
National Academy Press.

______. 1996. Upstream: salmon and society in
the Pacific Northwest. Washington (DC): 
National Academy Press.

Nesler TP, Muth RT, Wasowicz AF. 1988. 
Evidence for baseline flow spikes as spawn­
ing cues for Colorado Squawfish in the 
Yampa River, Colorado. American Fisher­
ies Society Symposium 5: 68-79.

Nilsen ËT, Sharifi MR, Rundel PW. 1984. 
Comparative water relations of phreato- 
phytes in the Sonoran Desert of California. 
Ecology 65: 767-778.

Nilsson C. 1982. Effects of stream regulation 
on riparian vegetation. Pages 93-106  in 
Lillehammer A, Saltveit SJ, eds. Regulated 
rivers. New York: Columbia University 
Press.

Perkins DJ, Carlsen BN, Fredstrom M, Miller 
RH, Rofer CM, Ruggerone GT, Zim­
merman CS. 1984. The effects of ground- 
water pumping on natural spring communi­
ties in Owens Valley. Pages 515-527  in 
Warner RE, Hendrix KM, eds. California 
riparian systems: ecology, conservation, and 
productive management. Berkeley (CA): 
University of California Press.

Petts GE. 1984. Impounded rivers: perspectives 
for ecological management. New York: John 
Wiley &; Sons.

______ . 1985. Time scales for ecological con­
cern in regulated rivers. Pages 257-266  in 
Craig JF, Kemper JB, eds. Regulated streams: 
advances in ecology. New York: Plenum 
Press.

Pickett STA, Parker VT, Fiedler PL. 1992. The 
new paradigm in ecology: implications for 
conservation biology above the species level. 
Pages 66-88 in Fiedler PL,',Jain SK, eds. 
Conservation biology. New York: Chapman 
& Hall.

Poff NL. 1996. A hydrogeography of unregu­

lated streams in the United States and an 
examination of scale-dependence in some 
hydrological descriptors. Freshwater Biol­
ogy 36: 101-121.

Poff NL, Allan JD. 1995. Functional organiza­
tion of stream fish assemblages in relation 
to hydrological variability. Ecology 76 :6 0 6 -  
627.

Poff NL, Ward JV. 1989. Implications of 
streamflow variability and predictability for 
lotic community structure: a regional analy­
sis of streamflow patterns. Canadian Jour­
nal of Fisheries and Aquatic Sciences 46: 
1805-1818.

______. 1990. The physical habitat template of
lotic systems: recovery in the context of 
historical pattern of spatio-temporal het­
erogeneity. Environmental Management 14: 
629-646.

Power ME. 1992. Hydrologic and trophic con­
trols of seasonal algal blooms in northern 
California rivers. Archiv fur Hydrobiologie 
1 2 5 :385-410 .

Power ME, Sun A, Parker M, Dietrich WE, 
Wootton JT. 1995. Hydraulic food-chain 
models: an approach to the study of food- 
web dynamics in large rivers. BioScience 45: 
159-167.

Prestegaard KL. 1988. Morphological controls 
on sediment delivery pathways. Pages 53 3-S* 
540 in Walling DE, ed. Sediment budgets. 
Wallingford (UK): IAHS Press. International 
Association of Hydrological Sciences Publi­
cation nr 174.

Prestegaard KL, Matherne AM, Shane B,! 
Houghton K, O’Connell M, Katyl N. 1994. 
Spatial variations in the magnitude of the 
1993 floods, Raccoon River Basin, Iowa. 
Geomorphology 10: 169-182.

Reeves GH, Benda LE, Burnett KM, Bisson PA, 
Sedell JR. 1996. A disturbance-based eco­
system approach to maintaining and restor­
ing freshwater habitat# of evolutionary 
significant units of anadromous salmonids 
in the Pacific Northwest. American Fisher­
ies Society Symposium 17: 334-349.

Reily PW, Johnson WC. 1982. The effects of 
altered hydrologic regime on tree growth 
along the Missouri River in North Dakota^ 
Canadian Journal of Botany 60:2410-2423

Resh VH, Brown AV, Covich AP, Gurtz ME, Li 
HW, Minshall GW, Reice SR., Sheldon AL, 
Wallace JB, Wissmar R. 1988. The role of 
disturbance in stream ecology. Journal of 
the North American Benthological Society 
7: 433-455.

Richter BD, Baumgartner JV, Powell J, Braun 
DP. 1996. A method for assessing hydro- 
logic alteration within ecosystems. Conser­
vation Biology 10|||l63-1174.

Richter BD, Baumgartner JV, Wigington R, 
Braun DP. 1997. How much water does a 
river need?.Freshwater Biology 37: 231j3  
249.

Robertson L. In press. Water operations on 
the Pecos River, New Mexico and the 
Pecos bluntnose shiner, a federally-listed 
minnow. US Conference on Irrigation and 
Drainage Symposium.

Rood SB, Mahoney JM. 1990. Collapse of 
riparian poplar forests downstream from 
dams in western prairies: probable causes 
and prospects for mitigation. Environ­
mental Management 14: 45 1 -4 6 4 .

Rood SB, Mahoney JM , Reid DE, Zilm L. 
1995. Instream flows and the decline of

Decem ber 783



riparian cottonwoods along the St. Mary 
River, Alberta. Canadian Journal of Botany 
73 :1 2 5 0 -1 2 6 0 .

Ross ST, Baker JA. 1983. The response of fishes 
to periodic spring floods in a southeastern 
stream. American Midland Naturalist 109: 
1-14.

Rulifson RA, Manooch CS III, eds. 1993. Roa­
noke River water flow committee report for 
1991-1993. Albemarle-Pamlico estuarine 
study. Raleigh (NC): US Environmental Pro­
tection Agency. Project nr APES 93-18.

Scheidegger KJ, Bain MB. 1995. Larval fish in 
natural and regulated rivers: assemblage 
composition and microhabitat use. Copeia 
1 9 95 :125-135 .

Schlosser IJ. 1985. Flow regime, juvenile abun­
dance, and the assemblage structure of 
stream fishes. Ecology 66: 1484-1490.

______ . 1990. Environmental variation, life
history attributes, and community struc­
ture in stream fishes: implications for envi­
ronmental management assessment. Envi­
ronmental Management 14: 621-628.

Scott ML, Friedman JM , Auble GT. 1996. 
Fluvial processes and the establishment of 
bottomland trees. Geomorphology 1 4 :327- 
339.

Scott, ML, Auble GT, Friedman JM . 1997. 
Flood dependency of cottonwood establish­
ment along the Missouri River, Montana, 
USA. Ecological Applications 7: 677-690.

Sear DA. 1995. Morphological and sedimento- 
logical changes in a gravel-bed river follow­
ing 12 years of flow regulation for hydro- 
power. Regulated Rivers: Research & 
Management 10: 247-264.

Seegrist DW, Gard R. 1972. Effects of floods on 
trout in Sagehen Creek, California. Trans­
actions of the American Fisheries Society 
101 :4 7 8 -4 8 2 .

Shankman D, Drake DL. 1990. Channel migra­
tion and regeneration of bald cypress in 
western Tennessee. Physical Geography 11: 
343-352.

Sidle JG, Carlson DE, Kirsch EM, Dinan JJ. 
1992. Flooding mortality and habitat re­
newal for least terns and piping plovers. 
Colonial Waterbirds 15: 132-136.

Southwood TRE. 1977. Habitat, the templet 
for ecological strategies? Journal of Animal 
Ecology 46: 337-365.

Sparks RE. 1992. Risks of altering the hydro- 
logic regime of large rivers. Pages 119-152 
in Cairns J, Niederlehner BR, Orvos DR, 
eds. Predicting ecosystem risk. Vol XX. 
Advances in modern environmental toxi­
cology. Princeton (NJ): Princeton Scientific 
Publishing Co.

______ . 1995. Need for ecosystem manage­
ment of large rivers and their floodplains. 
BioScience 45: 168-182.

Stalnaker CB. 1990. Minimum flow is a myth. 
Pages 31-33 in Bain MB, ed. Ecology and 
assessment of warmwater streams: work­
shop synopsis. Washington (DC): US Fish & 
Wildlife Service. Biological Report nr 90(5).

Stalnaker C, Lamb BL, Henriksen J, Bovee K, 
Bartholow J. 1995. The instream flow in­
cremental methodology: a primer for IFIM. 
Ft. Collins (CO): National Biological Ser­
vice, US Department of the Interior. Bio­
logical Report nr 29.

Stanford JA. 1994. Instream flows to assist the 
recovery of endangered fishes of the Upper 
Colorado River Basin. Washington (DC): 
US Department of the Interior, National 
Biological Survey. Biological Report nr 24.

Stanford JA, Ward JV, Liss WJ, Frissell CA, 
Williams RN, Lichatowich JA, Coutant CC. 
1996. A general protocol for restoration of 
regulated rivers. Regulated Rivers: Research 
& Management 12: 391-414.

Stevens LE, Schmidt JC, Brown BT. 1995. Flow 
regulation, geomorphology, and Colorado 
River marsh development in the Grand 
Canyon, Arizona. Ecological Applications 
5 :1 0 2 5 -1 0 3 9 .

Strange EM, Moyle PB, Foin TC. 1992. Inter­
actions between stochastic and determinis­
tic processes in stream fish community as­
sembly. Environmental Biology of Fishes 
36: 1-15.

StrengDR, GlitzensteinJS,HarcombePA. 1989. 
Woody seedling dynamics in an East Texas 
floodplain forest. Ecological Monographs 
59: 177-204.

Stromberg JC, Tress JA, Wilkins SD, Clark S. 
1992. Response of velvet mesquite to 
groundwater decline. Journal of Arid Envi­
ronments 23: 45-58.

Stromberg JC, Tiller R, Richter B. 1996. Effects 
of groundwater decline on riparian vegeta­
tion of semiarid regions: the San Pedro 
River, Arizona, USA. Ecological Applica­
tions 6: 113-131.

Stromberg JC, Fry J, Patten DT. 1997. Marsh 
development after large floods in an alluvial, 
arid-land river. Wetlands 17: 292-300.

Taylor DW. 1982. Eastern Sierra riparian veg­
etation: ecological effects of stream diver­
sion. Mono Basin Research Group Contri­
bution nr 6, Report to Inyo National Forest.

[TNC] The Nature Conservancy. 1996. Troubled 
waters: protecting our aquatic heritage. Ar­
lington (VA): The Nature Conservancy.

Tilman D, Downing JA, Wedin DA. 1994. 
Does diversity beget stability? Nature 371: 
257-264.

Toth LA. 1995. Principles and guidelines for 
restoration of river/floodplain ecosystems— 
Kissimmee River, Florida. Pages 49-73 in 
Cairns J, ed. Rehabilitating damaged eco­
systems. 2nd ed. Boca Raton (FL): Lewis 
Publishers/CRC Press.

Travnichek VH, Bain MB, Maceina MJ. 1995. 
Recovery of a warmwater fish assemblage 
after the initiation of a minimum-flow re­
lease downstream from a hydroelectric dam. 
Transactions of the American Fisheries So­
ciety 124: 836-844.

Trepanier S, Rodriguez MA, Magnan P. 1996. 
Spawning migrations in landlocked Atlan­
tic salmon: time series modelling of river 
discharge and water temperature effects. 
Journal of Fish Biology 48: 925-936.

Turner JL, Chadwick HK. 1972. Distribution 
and abundance of young-of-the-year striped 
bass, M orone saxatilis, in relation to river 
flow in the Sacramento-San Joaquin estu­
ary. Transactions of the American Fisheries 
Society 101: 442-452.

Tyus HM. 1990. Effects of altered stream flows 
on fishery resources. Fisheries 15: 18-20.

[USCOE] US Army Corps of Engineers, Los 
Angeles District. 1996. Reconnaissance re­

port, review of existing project: Alamo Lake, 
Arizona.

Valentin S, Wasson JG, Philippe M. 1995. 
Effects of hydropower peaking on epilithon 
and invertebrate community trophic struc­
ture. Regulated Rivers: Research & Man­
agement 10: 105-119.

Van Winkle W, Rose KA, Chambers RC. 1993. 
Individual-based approach to fish popula­
tion dynamics: an overview. Transactions 
of the American Fisheries Society 122: 397- 
403.

Walker KF, Sheldon F, Puckridge JT. 1995. A 
perspective on dryland river ecosystems. 
Regulated Rivers: Research &  Management 
11: 85-104.

Wallace JB, Benke AC. 1984. Quantification of 
wood habitat in subtropical coastal plains 
streams. Canadian Journal of Fisheries and 
Aquatic Sciences 41: 1643-1652.

Ward JV, Stanford JA. 1979. The ecology of 
regulated streams. New Y ork: Plenum Press.

Weisberg SB, Janicki AJ, Gerritsen J, Wilson 
HT. 1990 . Enhancement of benthic 
macroinvertebrates by minimum flow from 
a hydroelectric dam. Regulated Rivers: Re­
search & Management 5: 265-277.

Welcomme RL. 1979. Fisheries ecology of flood- 
plain rivers. New York: Longman.

______ . 1992. River conservation—future pros­
pects. Pages 454-462 in Boon PJ, Calow P, 
Petts GE, eds. River conservation and man­
agement. New York: John Wiley & Sons.

Welcomme RL, Hagborg D. 1977. Towards a 
model of a floodplain fish population and 
its fishery. Environmental Biology of Fishes 
2: 7-24.

Wharton CH, Lambou VW, Newsome J, Winger 
PV, Gaddy LL, Mancke R. 19 81. The fauna 
of bottomland hardwoods in the southeast­
ern United States. Pages 87-160 in Clark 
JR , Benforado J, eds. Wetlands of bottom­
land hardwood forests. New York: Elsevier 
Scientific Publishing Co.

Williams JG. 1996. Lost in space: minimum 
confidence intervals for idealized PHABSIM 
studies. Transactions of the American Fish­
eries Society 125: 458-465.

Williams DD, Hynes HBN. 1977. The ecology 
of temporary streams. II. General remarks 
on temporary streams. Internationale Revue 
des gesampten Hydrobiologie 62: 53-61.

Williams GP, Wolman MG. 1984. Downstream 
effects of dams on alluvial rivers. Reston 
(VA): US Geological Survey. Professional 
Paper nr 1286.

Williams RN, Calvin LD, Coutant CC, Erho 
MW, Lichatowich JA, Liss WJ, McConnaha 
WE, Mundy PR, Stanford JA, Whitney RR. 
1996. Return to the river: restoration of 
salmonid fishes in the Columbia River eco­
system. Portland (OR): Northwest Power 
Planning Council.

Wolman MG, Gerson R. 1978. Relative scales 
of time and effectiveness of climate in wa­
tershed geomorphology. Earth Surface Pro­
cesses and Landforms 3: 189-208.

Wolman MG, Miller JP. 1960. Magnitude and 
frequency of forces in geomorphic processes. 
Journal of Hydrology 69: 54-74.

Wootton JT , Parker MS, Power ME. 1996. 
Effects of disturbance on river food webs. 
Science 273: 1558-1561.

784 Reprinted from BioScience BioScience Vol. 47 No. 11



■  I :— — m
ÌH H w m m m äIS M M  

t|# W

'• wmm3' I , ¡I j |nailM ail

i Col- 
Idlife,

nland
Tech-

North American Journal o f  Fisheries Management 20:1005-1015, 2000 
© Copyright by the American Fisheries Society 2000

Predicting Salmonid Habitat-Flow Relationships for 
Streams from Western North America
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Abstract.—One of the most widely applied methodologies for developing instream flow rec­
ommendations is the instream flow incremental methodology (IFIM) and its component micro­
habitat model, physical habitat simulation (PHABSIM). In this paper we reviewed over 1,500 
habitat-flow curves obtained from 127 PHABSIM studies from western North America to develop 
predictions for flow needs for salmonids in this region and to test whether habitat-flow relationships 
for salmonids were related to watershed characteristics and geographic location. We present re­
gressions that predict PHABSIM optima for four life history stages of four salmonid species and 
for all salmonid species in the database as a group, and we quantify the uncertainty in these 
estimates. Mean annual discharge (MAD) was the best predictor of optimum flow. The general 
form of the regressions was logg(optimum flow) = A X loge(MAD), where A <  1. Minor im­
provement in predictive power was sometimes possible with addition of latitude and longitude 
coordinates to the regression. This relationship is asymptotic and differs considerably from the 
fixed flow percentages recommended by Tennant. Our results are presented as a planning tool to 
(1) allow managers and project proponents to conduct a preliminary assessment of proposed water- 
use development projects, (2) optimize research efforts for instream flow studies and experiments, 
and (3) set experimental boundaries for adaptive management of stream flow.

Fluvial systems are physically and biologically 
complex and consequently understanding in- 
stream flow needs for fish can be a daunting task. 
Fish abundance and biomass are the parameters 
that managers ultimately conside^ ^pfipopulation 
estimation is difficult and abundance is variable* 
which makes it difficult to measure relationships 
between flow and abundance. In their attempts to 
understand relationships between abundance and 
flow, scientists have often turned to simpler sur­
rogate measures rather than direct population es­
timates. For example, fish habitat is often quan­
tified under different flow scenarios because it is 
relatively easy to measure and is more stable than 
population abundance.

Numerous methods can be used to determine 
instream flow needs (see EA Engineering Science 
and Technology 1986; Jowett 1997), but one of 
the most widely used is the instream flow incre­
mental methodology (IFIM), developed in the 
1970s by physical and biological scientists in the 
U.S. Fish and Wildlife Service. The method has 
undergone continual refinements and has remained

* Corresponding author: hatfield@solander.be.ca 
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state of the art. Accepted by many resource man­
agers as an excellent tool for establishing habitat- 
flow relationships, it is the most widely used meth­
od in the United States (Reiser et al. 1989) and is 
commonly used throughout the rest of the world.

A major component of IFIM is a collection of 
computer models called the physical habitat sim­
ulation model (PHABSIM). It incorporates hy­
drology, stream morphology, and microhabitat 
preferences to generate relationships between river 
flow and habitat availability (Bovee 1982). Habitat 
availability is measured by an index called the 
weighted useable area (WUA), which is the wetted 
area of a stream weighted by its suitability for use 
by an organism. Because habitat suitability differs 
among species and changes over the life span of 
an organism, PHABSIM allows habitat-flow re­
lationships to be developed for any life stage of 
any species and allows quantitative habitat com­
parisons at different (hypothetical) flows.

Typically, PHABSIM produces bell-shaped hab­
itat-flow curves (Figure 1). Such a curve indicates 
a single flow that maximizes the PHABSIM index 
of microhabitat. For convenience we refer to this 
flow as the optimum flow but acknowledge that it 
represents only the maximum value of an index
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Abstract.—Detailed measurements of water depth and velocity in natural channels, though rare, 
show that the velocity fields are complex and irregular even in streams with moderate gradients 
and gravel substrates. This complexity poses a challenge for instream flow studies, most of which 
use the physical habitat simulation (PHABSIM) model, a set of computer models that combine 
the results of hydraulic modeling with estimates of channel substrate or cover and habitat suitability 
criteria to compute weighted usable area (WUA), an index of habitat. Some recent studies have 
replaced the transect-based one-dimensional hydraulic modeling in PHABSIM with two-dimensional 
models that allow better definition of the depth and velocity fields in the modeled stream reach. 
The accuracy of the estimates as a function of channel geometry and data collection effort remains 
unclear, however, as does the utility of the estimates for evaluating instream flow needs. Here we 
review the assumptions, accuracy, and precision of hydraulic modeling and the measurements that 
provide input data for the models; we also consider some implications of the limitations of hydraulic 
modeling for describing fish habitat and assessing instream flows. Highly accurate hydraulic mod­
eling seems infeasible for streams with complex channel geometry, and in any event practical 
hydraulic modeling cannot' resolve flow patterns at the short length scales at which fish often 
respond to the hydraulic environment. Information on depth, velocity, and substrate is important 
for assessing instream flows, but information from hydraulic models should be treated with great 
caution and is not a substitute for biological understanding.

Detailed measurements of depth and velocity in 
natural channels are rare, but those that exist show 
that the velocity fields are complex and irregular, 
often with substantial cross-stream components 
(Dietrich and Smith 1983; Petit 1987; Whiting and 
Dietrich 1991; Larsen 1995; Whiting 1997). This 
complexity in the flow patterns in natural channels 
poses a challenge for methods of assessing in- 
stream flows that depend on hydraulic modeling, 
such as the physical habitat simulation (PHAB­
SIM).

PHABSIM consists of a set of computer models 
that combine hydraulic and biological models to 
evaluate the habitat value of a reach of stream for 
a given fish species and life stage. The weighted 
sum of calculated habitat values for the reach is 
expressed as the weighted usable area (W UA),

* Corresponding author: jgwill@dcn.davis.ca.us 
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which is taken to represent the “ living space” 
available for the organism; water quality and tem­
perature are evaluated separately. PHABSIM is 
widely used in North America to quantify the bi­
ological effects of alterations in flow regimes or 
the relative benefits of different release regimes 
from reservoirs (Reiser et al. 1989), and it is in­
creasingly being applied elsewhere as well, either 
directly or in modified form (Jowett 1989; Pouilly 
et al. 1995). PHABSIM has even been used to 
evaluate the instream flow needs of blue ducks 
Hymenolaimus malacorhynchos, which forage for 
invertebrates in steep, boulder-bedded upland 
streams in New Zealand (Collier and Wakelin 
1996). However, the hydraulic and biological as­
pects of PHABSIM have also been the subject of 
continuing criticism (Marthur et al. 1985; Shirvell 
1986, 1994; Osborne et al. 1988; Gan and M c­
Mahon 1990; Elliott 1994; Castleberry et al. 1996; 
Ghanem et al. 1996; Heggenes 1996; Williams 
1996; Lamouroux et al. 1998).
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a .- • /iV̂ ;r'■ î i *w*<T*. jmu • * • ‘

IliK '; ffi|§§$
■•'■■•■■■'•■ A w S ft jn H fo

? f ilv '-f

.̂ -••v * 41 J :
■ {■ * if . : f V' ■: ,y . I  • .*:*;.;• | ; •;; v*.

*- .". ■-.• './• -̂‘*'.*-•*-•/*~ V - — — * *.**■*_

P 4 $ $ § « i

‘ * - * * *” ’ - - -  * "*’ ̂ rjj
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COMMENTS

Comment: Testing the 
Independence of Microhabitat 

Preferences and Flow 
(Part 1)

Beecher et al. (1995) should be commended for 
trying to test one of the various assumptions of 
the physical habitat simulation model (PHAB- 
SIM). They noted ShirvelFs (1990) report that ju­
venile steelhead Oncorhynchus mykiss used areas 
of stream with different water velocities at differ­
ent flows, which suggested that the microhabitat 
preferences of juvenile steelhead can be a function 
of flow. Pert and Erman (1994) have found this 
true for adult rainbow trout, the nonanadromous 
form of mmykiss. Because PHABSIM depends 
upon the assumption that microhabitat preferences 
are independent of flow, Beecher et al. recognized 
this as a serious problem and tried to test the as­
sumption; however, their test is not persuasive.

0.0
0.0  0.2  0.4  -  0.6  0.8

Depth (m)

In an earlier study, Beecher et al. (1993) del 
veloped preference criteria for depth and veloci J  
from observations of 104 juvenile steelhead at A 
relatively low flow (Figure 1). In a later study] 
Beecher et al. (1995) measured depth and velocity! 
at regular intervals along evenly spaced transects! 
in an adjacent reach of the same stream at a rel-| 
atively high flow. This gave them data at 2421 
points on a grid, which they took to represent an| 
equal number of PHABSIM cells. (Each cell is 
centered on one of the grid points.) They also de-1 
termined the positions of 21 juvenile steelhead, 
each of which was assigned to the depth-velocity 
cell nearest to the position.

To analyze the data from the later study, Beecher 
et al. (1995) used the product (denoted P[r/v]) of 
depth preference (P(tfj) and velocity preference 
(P M ) for each cell. They divided the P[dv] range, 
which extends from 0 .0  to 1.0, into four intervals 
such that approximately one-fourth of the cells fell 
into each range. Then they used the distribution 
of 21 fish among the four P intervals (Figure 
2) to test “ the hypothesis that depth and velocity 
preferences determined at one flow predict steel- 
head parr distribution at a different flow.” Their 
null hypothesis was that fish would be distributed 
evenly over the four groups of cells. When this 
hypothesis was rejected by a chi-square test, they 
took this result as “ validating the assumption of 
now-independent preferences.”

The logic of this claim is not apparent. The ques­
tion is not whether juvenile steelhead distribute 
themselves evenly in streams regardless of depth 
and velocity, but whether their preferences for

0.20

■  0.15

0.10

.«  0.05

0.00

0 20 40  60 80 100

Velocity (c m /s e c )

Figure 1.— Plots of depth preference (P and ve- 
loc.ty preference (Pfv]) for 104 steelhead parr (from Ta- 
ole 1 of Beecher et al. 1995).

0.0 0.2 0.8 1.0

Figure 2.—Average numbers of steelhead parr ( N  =  
21 fish total) observed per depth-velocity cell in four 
tldv] intervals (horizontal lines; from Table 2 of Beecher 
et al. 1995).
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Independence of Microhabitat 

Preferences and Flow 
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Beecher et al. (1995 ) claimed to have validate  
an assumption of the instream flow incremental 
methodology (IFIM ) and of its p h y s i c a l ^  
s.mulation model (PHABSIM) that water depths 
and velocities preferred by fish are independent S
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depths are optimal, and both shallow and deep 
habitats are marginal. As flow increases, fish that 
had been forced to occupy shallow water may shift 
to deep water, as they did in Pert and Erman’s 
(1994) study. If the fish distribution data are ag­
gregated within preference ranges, shallow and 
deep fish would be lumped together in the low- 
preference category, and their joint proportion of 
the population might not change between low and 
high flows. In such a case, the test used by Beecher 
et al. would not detect the marked habitat shift that 
fish underwent. The same problem can arise with 
velocity, and the marginal preference range be­
comes an even greater catchall when both habitat 
factors are combined. Whether habitat is unsuit­
able because depth or another factor is too great 
or too slight is immaterial for IFIM calculations 
of weighted usable area (W UA) and instream 
flows. It does matter for testing and comparing 
preferences. Having the same proportions of fish 
in habitat deemed unsuitable, marginal, and opti­
mal at different flows does not imply that the same 
depths and velocities were preferred.

The test used by Beecher et al. also had low 
power because their hypothesis was that high-flow 
use (assume it was preference) is independent of 
low-flow preference, rather than that preferences 
at the two flows are equal. The type I error rate is 
low for the hypothesis tested, and only large dif­
ferences in preference would be diagnosed as real.

Thomas and Bovee (1993) used a test like that 
of Beecher et al. to evaluate transferability of IFIM 
habitat suitability curves. They quantified the re­
lationship between type I and type II error rates 
and the number of occupied and unoccupied P[dv] 
cells. This test is strongly influenced by habitat 
availability because it depends on cell frequencies 
instead of fish frequencies. Its dependence on the 
quantity and characteristics of unoccupied cells is 
undesirable, because it seems unreasonable that a 
difference in preference between two flows should 
depend on the index values assigned to empty 
cells. Fish density may influence the degree to 
which “ suitable” cells are occupied.

We suggest alternative tests that can detect 
smaller differences between preferences than the 
one used by Beecher et al. (1995), and we propose 
a way to define ecologically significant differ­
ences. As an illustrative example, we use the fre­
quency distributions of preference for depth and 
velocity shown by adult rainbow trout (nonanad- 
romous O. mykiss) at low and high flows (Pert and 
Erman 1994). Preferences shifted to deeper and 
faster water when flow increased (Figure 3). We

chose this example because most people can agree 
without statistical confirmation that a clear shift 
in habitat preference occurred.

In two tests, we evaluated the habitat shift by 
resampling the joint depth-velocity preference 
distribution. Resampling provides confidence 
bounds of statistics with unknown distributional 
characteristics, such as the preference index. In our 
proposed tests and in an application of the Beecher 
et al. test, we used the true bivariate or joint pref­
erences (P[d,vj) rather than the usual index (P[dv]
= P [d ]X P[v]).

In our first test, we resampled the habitat use 
data for each flow, drawing fish observed in dif­
ferent depth-velocity combinations. For each of 
50 replicate samples, we calculated the differences 
between preferences at high and low flows. The 
1% and 99% confidence bounds for several depth 
and velocity classes did not include zero (zero im­
plies no difference between flows; Table 1). A c­
cording to this test, preferences were significantly 
different at the two flows, particularly in deeper
habitat. .

In the second test, we focused on defining an 
ecologically meaningful statistic to describe the 
preference distributions. The peak of the WUA  
curve would be a good ultimate endpoint, but we 
chose the peak of the joint preference distribution 
P[<£v] as a simpler surrogate. We tested the hy­
pothesis that the P[d,v] peak did not shift in re­
sponse to flow. For all the low-flow samples we 
drew, the peak occurred within the depth range of 
9 6 -1 2 0  cm and the velocity range of 15 -30  cm/s. 
At the high flow, 36% of the samples peaked with­
in these ranges, but 64% peaked in deeper (120— 
144 cm) and faster (3 0 -6 0  cm/s) habitat. A bi­
nomial test rejected the hypothesis that the peaks 
were the same at both flows (|z| — 3.75; 
0.0001).

Finally, we applied the goodness-of-fit test used 
by Beecher et al. to the joint preference data or­
ganized in the following form:

Low-flow
preference

range

High-flow percentages of:

Expected
cells

Observed
fish

0.0-0 .1 54 40

0 .1-0 .3 22 26
0 .3 -1 .0 24 34

The null hypothesis of independence from low- 
flow preferences was rejected (x 2 = 8.46; df = 2; 
P = 0.014).

These results appear to contradict one another. 
Although trout did not select habitat without re-
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Velocity (cm/s) ^  60*

W m m tr0Ul Prefere" CeS CaICU,a,ed as 8 fUnCtion 0f river dePth and velocity for (A) a low flow and

gard to low-flow P[<f,v], their habitat preferences 
shifted to greater depths and velocities with in­
creased flow. This contradiction is possible be­
cause the tests are mirror images of one another 
and because the probability of a type I error (reject 
when true) is set to a low value (a  s  0 .10) for 
each. Fish in these samples fell into the wide in­
termediate area between extremes of complete and 
no constancy in habitat preference with changes

in flow. Which test is better, and which level of 
type I error is acceptable? Ecologists are coming 
to realize that the balance between type I and type 
II errors should be reasonable in terms of ecolog­
ical significance (Quinn and Dunham 1983; 
Roughgarden 1983; Toft and Shea 1983). In our 
case, it is misleading to use a test that rejects the 
null hypothesis at the slightest similarity and then 
claim that no shift in preference has occurred.
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T a b l e  !.— Resampling test of the hypothesis of zero difference between high-flow and low-flow joint preferences of 
rainbow trout for depth and velocity. Values are the sample differences in preference (high flow minus low flow) and 
(in parentheses) the nonparametric 1% and 99% confidence bounds determined by resampling. Asterisks indicate sig­
nificant differences from zero (P <  0.01; i.e., 98% of the range of simulated differences failed to bracket zero). 
Parenthetic words in place of confidence bounds mean that a habitat combination was present only at low flow (low), 
at high flow (high), or at neither flow (neither).

Depth Velocity class (cm/s)
(cm) 0-15 15-30 30-45 45-60 60-75
0-24

24-48
48-72
72-96
96-120

120-144

0.00 (0.00,0.00)
0.07 (0.00,0.18)
0.01 (-0.08,0.08) 

-0.04 (-0.27,0.18) 
-0.16 (-0.56,-0.03)* 

(neither)

(neither)
0.00 (high)

-0.04 (-0.14,0.00) 
-0.07 (-0.22,0.01) 
-0.34 (-0.77,0.00) 

0.11 (high)

(neither)
0.00 (0.00,0.00) 
0.00 (0.00,0.00) 

-0.03 (-0.28,0.10) 
0.09 (0.04,0.80)* 
0.95(0.55, 1.00)*

0.00 (low)
0.00 (low)
0.00 (0.00,0.00) 
0.09(0.10,0.54)* 
0.08 (0.00,0.26) 
0.50 (high)

0.00 (low) 
(neither) 

0.00 (high)
0.04 (0.00,0.19) 
0.00(0.00,0.00) 

(neither)

However, small shifts in preference that do not 
influence the predicted relationship between WUA 
and streamflow may be tolerable.

How do we detect differences that are ecolog­
ically significant? One good way is to determine 
the magnitude of shift in depth or velocity pref­
erence that would significantly change peak WUA. 
Williams (1996) showed that variation in prefer­
ence curves can cause large differences in peak 
WUA. Once the magnitude of a significant pref­
erence shift has been defined, one can design hab­
itat studies with adequate power for detecting such 
a shift. If a compilation of IFIM studies allowed 
flow-related changes in habitat availability to be 
characterized, general guidelines might be devel­
oped that would circumvent the need for a new 
IFIM study on every regulated stream.

In summary, we recommend the following pro­
tocol for comparing habitat preferences. (1) Con­
duct comparisons with regard to bivariate depth 
and velocity distributions, not with regard to pref­
erences. (2) Use resampling methods to obtain 
confidence bounds on indexes (such as preference) 
with unknown distributional properties. (3) Define 
a magnitude of preference change that is ecolog­
ically significant in terms of its effect on the pre­
dicted WUA-streamflow relationship.
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Testing the Independence of 
Microhabitat Preferences and Flow: 

Response to Comments
Williams (1997, this issue) and Jager and Pert 

(1997, this issue) suggest we incorrectly concluded 
(in Beecher et al. 1995) that depth and velocity 
preferences (P[<f] and P[v]) of juvenile (parr) steel- 
head Oncorhynchus mykiss do not change with
flow. We originally estimated steelhead prefer- 
enees at low streamflow (Beecher et al. 1993). 
When we tested the estimates at substantially high­
er flow, steelhead parr occurred most frequently 
in areas giving high combined depth-velocity 
preference values (P [dv] 1  P[d] X  P[v]). Williams 
and Jager and Pert believe our test was inconclu­
sive because similar values of P[¿v] can result 
from several combinations of P[d] and P[v] and 
thus can mask flow-related changes in depth and 
velocity preferences that might have occurred. 
Nevertheless, we think our results are consistent 
with our conclusion that depth and velocity pref­
erences determined at one flow predict Ash distri­
bution at a different flow.

We did not directly compare depth and velocity 
preferences at low and high streamflows, as Wil­
liams and Jager and Pert urge, but we did recognize 
from Shirvell’s (1990) study that both utilization 
and preference cannot remain unchanged at dif­
ferent flows. The question that concerned us was: 
Do depth and velocity preferences determined at 
one flow predict fish distribution at another flow?
If not, then the instream flow incremental meth­
odology (IFIM ) will not be useful for evaluating 
the effect of different flows on fish.

We attempted to validate flow-independent pref­
erence by evaluating preferred combinations of 
depth and velocity (P [dv]) in the context of IFIM.
In IFIM, g l i  and P[v] are multiplied together with 
preference for substrate or cover to determine the 
value of different microhabitats. We did not eval­
uate substrate or cover but used P[¿v] as an in­
dicator of microhabitat quality, as we had done 
successfully at a flow similar to the preference 
determination flow (Beecher et al. 1993). We set 
out to evaluate whether the interaction of habitat 
preferences and habitat availability would yield a 
distribution of fish that was consistent with con­
ventional applications of IFIM. If habitat is im­
portant to fish and fish select habitat based on its 
quality, then fish should use higher-quality habitat

(higher P[</v], equivalent to greater weighted us­
able area, WUA) more than they use lower-quality 
habitat if they are not crowded. Behavioral dom­
inance and other intra- and interspecific pressures 
affect fish distribution within a stream, but we 
think such confounding effects on preference de­
termination are stronger at high fish densities. The 
fish in our study were not crowded and left many 
P[^v] cells unoccupied (to which Jager and Pert 
object). Thus, fish should have occupied high- 
P[dy] cells more frequently than low-P[rfv] cells, 
which they did.

Williams proposes that the best test of a change 
(or lack of change) in depth and velocity prefer­
ence with a change in flow is to compare the fish 
distributions, presumably with a goodness-of-fit 
test. We agree both that this would be a good test 
of change in preference and that it would require 
a much larger sample size; at a minimum, the 
smaller sample should be similar to the larger sam­
ple, which was 104 fish for the low-flow deter­
minations. Jager and Pert suggest sampling with 
replacement and use of different tests to compare 
preferences at different flows (or sites or seasons). 
We do not disagree, but although- their-statistical 
tests are more powerful than ours, we are not con­
vinced they are suitable for answering the question 
we asked.

Multiple combinations of depth and velocity can 
produce the same P[dv] value, as noted by W il-s s, 
liams, Jager, and Pert. This does affect the distri­
bution of P[Jv], and it implies an assumption of 
IFIM that fish respond to a composite of habitat 
variables rather than to one at a time. We do not 
see that it affects the logic of our study, however. 
Our study was prompted by Shirvell’s (1990) find­
ing that steelhead parr used different combinations 
of depth and velocity at different flows. Was the 
apparent change in velocity use the result of a 
change in preference or of a change in the com­
bination of depths and velocities that optimized 
P[dv] among available conditions? If the change 
in depths and velocities occupied resulted from a 
change in available combinations of depth and ve­
locity alone, then distributions of the fish should 
be predictable from the original depth and velocity 
preferences. If the preferences for depth and ve­
locity changed significantly, then we would expect 
a poor match between fish and their preferred com­
binations of depth and velocity. For any given val­
ue of P [dvl once the value of either P[<J] or P[v] 
is known, the other is known. We found few lo­
cations where both P [d] and P[v] were near 3.00.
In many locations P[d] was 0.00, resulting in many



542 COMMENTS

cells with P [dv\ = 0.00. Some of the P [d] and P[v] 
bands were wider than others, so several individual 
values of depth and velocity could lead to the same 
P [dv]. Jager and Pert make a distinction between 
P[dv] and P[d,v], but we have not seen studies that 
made a clear biological distinction between them.

We share Williams’ concern for the “ city-sky- 
line shapes of the preference curves,’* and we 
would (and do) smooth these curves for water 
management use. We have since developed a com­
posite set of depth and velocity preference curves 
for steelhead parr from the Morse Creek data set, 
two sets from the Dungeness River, and other sets 
from other Washington streams (unpublished). The 
patterns from our Morse Creek curves holds true 
in the larger data sets (about 1,000 fish observa­
tions in each), but transitions between adjacent 
intervals are smoother. However, for the purpose 
of testing the preferences for predicting fish dis­
tribution, we felt it was more appropriate to use 
the data as they were rather than to superimpose 
our own judgments about the nature of the under­
lying biological response to depth and velocity. 
Small samples (and 104 fish distributed among 10 
depth and 13 velocity intervals constitutes a small 
sample) are unlikely to represent the population 
with complete fidelity. In an adjacent stream (Dun­
geness River; unpublished data), we found differ­
ences in the depth and velocity preferences of 
steelhead parr between two flows, as did Pert and 
Erman (1994) for rainbow trout O. mykiss. Did 
these reflect true differences in preference or con­
sistent preferences interacting with a different set

of available depths and velocities? We cannot rule 
out the latter, which we believe requires a less 
complicated behavioral mechanism than prefer­
ences that change with flow.

Ha l  A . B eech er  
J ohn P. C arleton  
T hom H. J ohnson

Washington Department of Fish and Wildlife
600 Capitol Way North
Olympia, Washington 98501-1091, USA

References
Beecher, H. A., J. P. Carleton, and T. H. Johnson. 1995. 

Utility of depth and velocity preferences for pre­
dicting steelhead parr distribution at different flows. 
Transactions of the American Fisheries Society 124: 
935-938.

Beecher, H. A., T. H. Johnson, and J. P. Carleton. 1993. 
Predicting microdistributions of steelhead (Onco- 
rhynchus mykiss) parr from depth and velocity pref­
erence criteria: test of an assumption of the instream 
flow incremental methodology. Canadian Journal of 
Fisheries and Aquatic Sciences 50:2380-2387. 

Jager, H. I., and E. J. Pert. 1997. Comment: testing the 
independence of microhabitat preferences and flow 
(part 2). Transactions of the American Fisheries So­
ciety 126:537-540.

Shirvell, C. S. 1990. Role of instream rootwads as ju­
venile coho salmon (Oncorhynchus kisutch) and 
steelhead trout (0 . mykiss) cover habitat under vary­
ing streamflows. Canadian Journal of Fisheries and 
Aquatic Sciences 47:852-861 .

Williams, J. G. 1997. Comment: testing the indepen­
dence of microhabitat preferences and flow (part 1). 
Transactions of the American Fisheries Society 126: 
536-537.



ESSAY

Uncertainty and 
Instream Flow 
Standards
By Daniel T. Castleberry, Joseph J. Cech Jr., Don C. Erman, 
David Hankin, Michael Healey, G. Mathias Kondolf, Marc 
Mangel, Michael Mohr, Peter B. Moyle, Jennifer Nielsen,
Terence P. Speed, and John G. Williams

everal years ago, Science published an important 
essay (Ludwig et al. 1993) on the need to confront 
the scientific uncertainty associated with manag- 

fLW gkjf ing natural resources. The essay did not discuss 
instream flow standards explicitly, but its arguments apply. 
At an April 1995 workshop in Davis, California, all 12 par­
ticipants agreed that currently no scientifically defensible 
method exists for defining the instream flows needed to 
protect particular species of fish or aquatic ecosystems 
(Williams, in press). We also agreed that acknowledging this 
fact is an essential step in dealing rationally and effectively 
with the problem.

Practical necessity and the protection of fishery re­
sources require that new instream flow standards be estab­
lished and that existing standards be revised. However, if 
standards cannot be defined scientifically, how can this be 
done? We join others in recommending the approach of 
adaptive management. Applied to instream flow standards, 
this approach involves at least three elements.

First, conservative (i.e., protective) interim standards 
should be set based on whatever information is available 
but with explicit recognition of its deficiencies. The stan­
dards should prescribe a reasonable annual hydrograph as 
well as minimum flows. Such standards should try to sat­
isfy the objective of conserving the fishery resource, the 
first principle of adaptive management (Lee and Lawrence
1986).

Second, a monitoring program should be established and 
should be of adequate quality to permit the interim stan­
dards to serve as experiments. Active manipulation of

flows, including temporary imposition of flows expected to 
be harmful, may be necessary for the same purpose. This 
element embodies the adaptive management principles that 
management programs should be experiments and that in­
formation should both motivate and result from manage­
ment action. Often, it also will be necessary to fund ancillary 
scientific work to allow more robust interpretation of the 
monitoring results.

Third, an effective procedure must be established where­
by the interim standards can be revised in light of new 
information. Interim commitments of water that are in prac­
tice irrevocable must be avoided.

The details of the monitoring program should vary from 
case to case. Where protéction of particular populations is 
emphasized, the monitoring program should produce esti­
mates of population size. However, population estimates by 
themselves often will not provide useful guides to action. 
This is particularly likely with anadromous fishes such as 
salmon, where populations of adults depend on harvest, 
ocean conditions, and other factors not related to instream 
flows, and populations of juveniles are hard to estimate 
accurately. Managers will learn more if the monitoring pro­
gram also includes a suite of indices of the growth, condi­
tion, and development of the target species. These indices 
need to be interpreted with awareness of the complications 
arising from variations in life history patterns within and 
among populations. However, the indices and population 
estimates together will offer the best evidence of the mech­
anisms by which flows affect the su m  val and reproduction 
of individuals and thus the persistence of populations.

Daniel T. Castleberry is a fishery biologist with the U S. Fish and Wildlife Service, Stockton, California. Joseph J. Cech Jr. and 
Don C. Erman are professors in the Department of Wildlife, Fish, and Conservation Biology, University of California-Davis. David 
Hankin is a professor in the Department of Fisheries, Humboldt State University, Areata, California. Michael Healey is a professor at 
the Institute for Resource and Environmental Studies, University of British, Columbia, Vancouver. G. Mathias Kondolf is an associate 
professor of environmental planning, Department of Landscape Architecture, University of California-Berkeley. Marc Mangel is a pro­
fessor with the Environmental Studies Board, University of California-Santa Cruz. Michael Mohr is a statistician for the National 
Marine Fisheries Service, Tiburón Laboratory, Tiburón, California. Peter B. Moyle is a professor in the Department of Wildlife, Fish, 
and Conservation Biology, University of California-Davis. Jennifer Nieisen is a research fisheries biologist for the U.S. Forest Service, 
Pacific South, and visiting scientist, Hopkins Marine Station, Department of Biology, Stanford University, Pacific Grove, California. 
Terence P. Speed is a professor in the Deparimeiit of Statistics, University of California-Berkeley. John G. Willia777S is a consultant at 
875 Linden Lane, Davis, CA 95616; jgiiill@u'hcel.dcn.davis.ca: u$.

20 ♦ Fisheries Voi. 21, No. 8



The 1990 "Hodge Decision" in the case of Environmental 
Defense Fund v East Bay Municipal Utility District [Superior 
Court of Alameda County (California) No. 425955], with 
which several of us have been involved, exemplifies this 
approach. Judge Richard Hodge set flow standards for the 
American River, a major tributary to the Sacramento, that 
are intended to protect chinook salmon and other public 
trust resources from diversions by the East Bay Municipal 
Utility District. However, Hodge recognized the "fundamen­
tal inadequacy" of existing information regarding flow 
needs, so he retained jurisdiction and ordered parties to the 
litigation to cooperate in studies intended to clarify what the 
flow standards should be. Experience with these studies 
motivated the April 1995 workshop.

Our claim that there is now no scientifically defensible 
method for defining flow standards implies that the Physi­
cal Habitat Simulation Model (PHABSIM), the heart of the 
Instream Flow Incremental Methodology (IFIM), is not such 
a method. We have divergent views on PHABSIM. Some of 
us think that, with modification and careful use, it might 
produce useful information. Others think it should simply 
be abandoned. However, we agree that those who would 
use PHABSIM, or some modification of it, must take into 
account the following problems: (1) sampling and measure­
ment problems associated with representing a river reach 
with selected transects and with the hydraulic and sub­
strate data collected at the transects; (2) sampling and mea­
surement problems associated with developing the suitabili­
ty curves; and (3) problems with assigning biological 
meaning to weighted usable area (WUA), the statistic esti­
mated by PHABSIM. Estimates of WUA should not be pre­
sented without confidence intervals, which can be devel­
oped by bootstrap methods (Efron and Tibshirani 1991; 
Williams 1996). Nor should any analytic method become a

substitute for common sense, critical thinking about stream 
ecology, or careful evaluation of the consequences of flow 
modification, as has sometimes happened with the imple­
mentation of the IFIM.

Establishing instream flows involves both policy and sci­
ence, and scientists and resource managers have challeng­
ing roles in the process. Managers need to accept the exist­
ing uncertainty regarding instream flow needs and make 
decisions that will both protect instream resources and allow 
development of knowledge that will reduce the uncertainty. 
Scientists need to develop and implement monitoring meth­
ods that will realize the potential of adaptive management, 
and develop the basic biological knowledge that will pro­
vide a more secure foundation for decisions that must bal­
ance instream and consumptive uses of water. ) ^
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COMMENTS

Comment: Testing the 
Independence of Microhabitat 

Preferences and Flow 
(Part 1)

Beecher et al. (1995) should be commended for 
trying to test one of the various assumptions of 
the physical habitat simulation model (PHAB- 
SIM). They noted Shirvell’s (1990) report that ju­
venile steelhead Oncorhynchus mykiss used areas 
of stream with different water velocities at differ­
ent flows, which suggested that the microhabitat 
preferences of juvenile steelhead can be a function 
of flow. Pert and Erman (1994) have found this 
true for adult rainbow trout, the nonanadromous 
form of O. mykiss. Because PHABSIM depends 
upon the assumption that microhabitat preferences 
are independent of flow, Beecher et al. recognized 
this as a serious problem and tried to test the as­
sumption; however, their test is not persuasive.

In an earlier study, Beecher et al. (1993) de 
veloped preference criteria for depth and velocity 
from observations of 104 juvenile steelhead at 
relatively low flow (Figure 1). In a later study 
Beecher et al. (1995) measured depth and velocit 
at regular intervals along evenly spaced transect 
in an adjacent reach of the same stream at a rel­
atively high flow. This gave them data at 242  
points on a grid, which they took to represent an 
equal number of PHABSIM cells. (Each cell is 
centered on one of the grid points.) They also de­
termined the positions of 21 juvenile steelhead, 
each of which was assigned to the depth-velocity 
cell nearest to the position.

To analyze the data from the later study, Beecher 
et al. (1995) used the product (denoted P of 
depth preference (P[</J) and velocity preference 
(pM ) for each cell. They divided the P[</v] range, 
which extends from 0 .0  to 1.0, into four intervals 
such that approximately one-fourth of the cells fell 
into each range. Then they used the distribution 
of 21 fish among the four P intervals (Figure 
2) to test “ the hypothesis that depth and velocity 
preferences determined at one flow predict steel­
head parr distribution at a different flow.” Their 
null hypothesis was that fish would be distributed 
evenly over the four groups of cells. When this 
hypothesis was rejected by a chi-square test, they 
took this result as. “ validating the assumption of 
flow-independent preferences.”

The logic of this claim is not apparent. The ques­
tion is not whether juvenile steelhead distribute 
themselves evenly in streams regardless of depth 
and velocity, but whether their preferences for

0.20

0.15

0.10

0.05 -

0.00  - -

0.0 0.2

Velocity (c m /s e c )

Figure 1.—Plots of depth preference (P and ve­
locity preference (P[v]) for 104 steelhead parr (from Ta­
ble 1 of Beecher et al. 1995).

0.4 0.6

P [dv]

0.8 1.0

Figure 2.—Average numbers of steelhead parr { N  =  
21 fish total) observed per depth-velocity cell in four 
P[</v] intervals (horizontal lines; from Table 2 of Beecher 
et al. 1995).
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Comment: Testing the 
Independence of Microhabitat 

Preferences and Flow 
(Part 2)
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comparing distributions q“es formitm  D U  « “ " « « 1  the „nil hy. 
pothes s fish distribution is independent of denfh
flow^ Th ^  preferences determined at a different 
flow. They rejected the hypothesis on the basis 
of a goodness-of-fi, test that compared the oh1 M W H
w , r r “

The comparison was of low-flow if high-flow use;,he « 1
erence changed with flow should have been ad-
ca n ^  y calculating preference at both flows It
and hab , r  mfathematica,1y 'hat both habitat use 
and habna, preference cannot be flow-invariant
to h K mUSt Change in resP°nse to flow I  e 
w habitat availability). The original question re-
H  bKeCaUSC preference might be flow-invariant 
though habitat use may shift.

Unlike traditional comparisons of habitat Dref- 
erences in which univariate depth and velocity
fish no”C? d!Stnbu,)0ns are compared between two 
fish popuktions, Beecher e, al. used preference 
ranges instead of depth-velocity ranges Their fre­
quencies were numbers of fish, but expected fish 
numbers were calculated with the number W H  
cells in each of four preference ranges: (expend 
number of fish) = (fraction of cells in preference 
range) X (total number of fish). This approach is

caused con?6'60* B E  i  habitat Preference be­cause it compares the numbers of fish in each nf
flX sPrCojianCe ranges («W les) between two
ence ‘ in j ^ ng,data H ranges BIS differ-■ M
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depths are optimal, and both shallow and deep 
habitats are marginal. As flow increases, fish that 
had been forced to occupy shallow water may shift 
to deep water, as they did in Pert and Erman s 
(1994) study. If the fish distribution data are ag­
gregated within preference ranges, shallow and 
deep fish would be lumped together in the low- 
preference category, and their joint proportion of 
the population might not change between low and 
high flows. In such a case, the test used by Beecher 
et al. would not detect the marked habitat shift that 
fish underwent. The same problem can arise with 
velocity, and the marginal preference range be­
comes an even greater catchall when both habitat 
factors are combined. Whether habitat is unsuit­
able because depth or another factor is too great 
or too slight is immaterial for IFIM calculations 
of weighted usable area (W UA) and instream 
flows. It does matter for testing and comparing 
preferences. Having the same proportions of fish 
in habitat deemed unsuitable, marginal, and opti­
mal at different flows does not imply that the same 
depths and velocities were preferred.

The test used by Beecher et al. also had low 
power because their hypothesis was that high-flow 
use (assume it was preference) is independent of 
low-flow preference, rather than that preferences 
at the two flows are equal. The type I error rate is 
low for the hypothesis tested, and only large dif­
ferences in preference would be diagnosed as real.

Thomas and Bovee (1993) used a test like that 
of Beecher et al. to evaluate transferability of IFIM 
habitat suitability curves. They quantified the re­
lationship between type I and type II error rates 
and the number of occupied and unoccupied P[av] 
cells. This test is strongly influenced by habitat 
availability because it depends on cell frequencies 
instead of fish frequencies. Its dependence on the 
quantity and characteristics of unoccupied cells is 
undesirable, because it seems unreasonable that a 
difference in preference between two flows should 
depend on the index values assigned to empty 
cells. Fish density may influence the degree to 
which “ suitable” cells are occupied.

We suggest alternative tests that can detect 
smaller differences between preferences than the 
one used by Beecher et al. (1995). and we propose 
a way to define ecologically significant differ­
ences. As an illustrative example, we use the fre­
quency distributions of preference for depth and 
velocity shown by adult rainbow trout (nonanad- 
romous O. mykiss) at low and high flows (Pert and 
Erman 1994). Preferences shifted to deeper and 
faster water when flow increased (Figure 3). We

chose this example because most people can agree 
without statistical confirmation that a clear shift 
in habitat preference occurred.

In two tests, we evaluated the habitat shift by 
resampling the joint depth-velocity preference 
distribution. Resampling provides confidence 
bounds of statistics with unknown distributional 
characteristics, such as the preference index. In our 
proposed tests and in an application of the Beecher 
et al. test, we used the true bivariate or joint pref­
erences (P[d,v]) rather than the usual index (P[dv]
= P[d] X P[v]). .

In our first test, we resampled the habitat use 
data for each flow, drawing fish observed in dif­
ferent depth-velocity combinations. For each of 
50 replicate samples, we calculated the differences 
between preferences at high and low flows. The 
1% and 99% confidence bounds for several depth 
and velocity classes did not include zero (zero im­
plies no difference between flows; Table 1). A c­
cording to this test, preferences were significantly 
different at the two flows, particularly in deeper
habitat. .

In the second test, we focused on defining an 
ecologically meaningful statistic to describe the 
preference distributions. The peak of the W UA  
curve would be a good ultimate endpoint, but we 
chose the peak of the joint preference distribution 
P[<fv] as a simpler surrogate. We tested the hy­
pothesis that the P [d.v]peak did not shift in re­
sponse to flow. For all the low-flow samples we 
drew, the peak occurred within the depth range of 
9 6 -1 2 0  cm and the velocity range of 15 -30  cm/s. 
At the high flow, 36% of the samples peaked with­
in these ranges, but 64%  peaked in deeper (1 2 0 -  
144 cm) and faster (3 0 -6 0  cm/s) habitat. A bi­
nomial test rejected the hypothesis that the peaks 
were the same at both flows (|z| =  3.75,
0.0001). I

Finally, we applied the goodness-of-fit test used 
by Beecher et al. to the joint preference data or- 
ganized in the following form.

Low-flow
preference

range

High-flow percentages of:

Expected
cells

Observed
fish

0.0- 0.1 54 40

0.1-0 .3 22 26

0 .3-1 .0 24 34

The null hypothesis of independence from low- 
flow preferences was rejected (x 2 =  8.46; df = 2;
P = 0 .014). .

These results appear to contradict one another. 
Although trout did not select habitat without re-
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Velocity (cm/s) 60 ^

- m m i  tr° Ut PrCferenCeS ca)culated as a function of riv«  d'Pth and velocity for (A) a low flow and

gard to low-flow P[¿,v], their habitat preferences 
shifted to greater depths and velocities with in­
creased flow. This contradiction is possible be­
cause the tests are mirror images of one another 
and because the probability of a type I error (reject 
when true) is set to a low value (a  ^  0 .10) for 
each. Fish in these samples fell into the wide in­
termediate area between extremes of complete and 
no constancy in habitat preference with changes

in flow. Which test is better, and which level of 
type I error is acceptable? Ecologists are coming 
to realize that the balance between type I and type 
II errors should be reasonable in terms of ecolog­
ical significance (Quinn and Dunham 1983; 
Roughgarden 1983; Toft and Shea 1983). In our 
case, it is misleading to use a test that rejects the 
null hypothesis at the slightest similarity and then 
claim that no shift in preference has occurred.
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T a b l e  1.— Resampling test of the hypothesis of zero difference between high-flow and low-flow joint preferences of 
rainbow trout for depth and velocity. Values are the sample differences in preference (high flow minus low flow) and 
(in parentheses) the nonparametric 1% and 99% confidence bounds determined by resampling. Asterisks indicate sig­
nificant differences from zero (P & 0.01; i.e., 98% of the range of simulated differences failed to bracket zero). 
Parenthetic words in place of confidence bounds mean that a habitat combination was present only at low flow (low), 
at high flow (high), or at neither flow (neither).

Depth
class
(cm)

Velocity class (cm/s)

0-15 15-30 30-45 45-60 60-75
0-24 0.00 (0.00,0.00) (neither) (neither) 0.00 (low) 0.00 (low)

24-48 0.07(0.00,0.18) 0.00 (high) 0.00 (0.00,0.00) 0.00 (low) (neither)
48-72 0.01 (-0.08,0.08) -0.04 (-0.14,0.00) 0.00(0.00,0.00) 0.00 (0.00,0.00) 0.00 (high)
72-96 -0.04 (-0.27,0.18) -0.07 (-0.22,0.01) -0.03 (-0.28,0.10) 0.09(0.10,0.54)* 0.04 (0.00,0.19)
96-120 -0.16 (-0.56, -0.03)* -0.34 (-0.77,0.00) 0.09 (0.04,0.80)* 0.08 (0.00,0.26) 0.00(0.00,0.00)

120-144 (neither) 0.11 (high) 0.95 (0.55, 1.00)* 0.50 (high) (neither)

However, small shifts in preference that do not 
influence the predicted relationship between WUA 
and streamflow may be tolerable.

How do we detect differences that are ecolog­
ically significant? One good way is to determine 
the magnitude of shift in depth or velocity pref­
erence that would significantly change peak WUA. 
Williams (1996) showed that variation in prefer­
ence curves can cause large differences in peak 
WUA. Once the magnitude of a significant pref­
erence shift has been defined, one can design hab­
itat studies with adequate power for detecting such 
a shift. If a compilation of IFIM studies allowed 
flow-related changes in habitat availability to be 
characterized, general guidelines might be devel­
oped that would circumvent the need for a new 
IFIM study on every regulated stream.

In summary, we recommend the following pro­
tocol for comparing habitat preferences. (1) Con­
duct comparisons with regard to bivariate depth 
and velocity distributions, not with regard to pref­
erences. (2) Use resampling methods to obtain 
confidence bounds on indexes (such as preference) 
with unknown distributional properties. (3) Define 
a magnitude of preference change that is ecolog­
ically significant in terms of its effect on the pre­
dicted WUA-streamflow relationship.
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Testing the Independence of 
Microhabitat Preferences and Flow: 

Response to Comments
Williams (1997, this issue) and Jager and Pert 

(1997, this issue) suggest we incorrectly concluded 
(in Beecher et al. 1995) that depth and velocity 
preferences (P[d] and P[v]) of juvenile (parr) steel- 
head Oncorhynchus mykiss do not change with 
flow. We originally estimated steelhead prefer­
ences at low streamflow (Beecher et al. 1993). 
When we tested the estimates at substantially high­
er flow, steelhead parr occurred most frequently 
in areas giving high combined depth-velocity 
preference values ■« P [d] x  P[v]). Williams
and Jager and Pert believe our test was inconclu­
sive because similar values of P [dv] can result 
from several combinations of P [d] and P[v] and 
thus can mask flow-related changes in depth and 
velocity preferences that might have occurred. 
Nevertheless, we think our results are consistent 
with our conclusion that depth and velocity pref­
erences determined atone flow predict fish distri­
bution at a different flow.

We did not directly compare depth and velocity 
preferences at low and high streamflows, as Wil­
liams and Jager and Pert urge, but we did recognize 
from Shirvell’s (1990) study that both utilization 
and preference cannot remain unchanged at dif­
ferent flows. The question that concerned us was: 
Do depth and velocity preferences determined at 
one flow predict fish distribution at another flow?
If not, then the instream flow incremental meth­
odology (IFIM ) will not be useful for evaluating 
the effect of different flows on fish.

We attempted to validate flow-independent pref­
erence by evaluating preferred combinations of 
depth and velocity (P[dv]) in the context of IFIM.
In IFIM, P[*/] and P[v] are multiplied together with 
preference for substrate or cover to determine the 
value of different microhabitats. We did not eval­
uate substrate or cover but used P [dv] as an in­
dicator of microhabitat quality, as we had done 
successfully at a flow similar to the preference 
determination flow (Beecher et al. 1993). We set 
out to evaluate whether the interaction of habitat 
preferences and habitat availability would yield a 
distribution of fish that was consistent with con­
ventional applications of IFIM. If habitat is im­
portant to fish and fish select habitat based on its 
quality, then fish should use higher-quality habitat

(higher P[</v], equivalent to greater weighted us­
able area, W UA) more than they use lower-quality 
habitat if they are not crowded. Behavioral dom­
inance and other intra- and interspecific pressures 
affect fish distribution within a stream, but we 
think such confounding effects on preference de­
termination are stronger at high fish densities. The 
fish in our study were not crowded and left many 
P[^v] cells unoccupied (to which Jager and Pert 
object). Thus, fish should have occupied high- 
P [dv] cells more frequently than low-P[¿v] cells, 
which they did.

Williams proposes that the best test of a change 
(or lack of change) in depth and velocity prefer­
ence with a change in flow is to compare the fish 
distributions, presumably with a goodness-of-fit 
test. We agree both that this would be a good test 
of change in preference and that it would require 
a much larger sample size; at a minimum, the 
smaller sample should be similar to the larger sam­
ple, which was 104 fish for the low-flow deter­
minations. Jager and Pert suggest sampling with 
replacement and use of different tests to compare 
preferences at different flows (or sites or seasons). 
We do not disagree, but although their statistical 
tests are more powerful than ours, we are not con­
vinced they are suitable for answering the question 
we asked.

Multiple combinations of depth and velocity can 
produce the same P[dv] value, as noted by Wil­
liams, Jager, and Pert. This does affect the distri­
bution of P[¿v], and it implies an assumption of 
IFIM that fish respond to a composite of habitat 
variables rather than to one at a time. We do not 
see that it affects the logic of our study, however. 
Our study was prompted by Shirvell’s (1990) find­
ing that steelhead parr used different combinations 
of depth and velocity at different flows. Was the 
apparent change in velocity use the result of a 
change in preference or of a change in the com­
bination of depths and velocities that optimized 
?[dv) among available conditions? If the change 
in depths and velocities occupied resulted from a 
change in available combinations of depth and ve­
locity alone, then distributions of the fish should 
be predictable from the original depth and velocity 
preferences. If the preferences for depth and ve­
locity changed significantly, then we would expect 
a poor match between fish and their preferred com­
binations of depth and velocity. For any given valf Jf' 
ue of P[</v], once the value of either P [ d ]  or P[v] 
is known, the other is known. We found few lo­
cations where both P[d] and P[v] were near 1.00.
In many locations P [d] was 0 .00, resulting in many
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cells with P[dv] = 0.00. Some of the P [d] and P[v] 
bands were wider than others, so several individual 
values of depth and velocity could lead to the same 
P [dv]. Jager and Pert make a distinction between 
P[rfv] and P [d,v], but we have not seen studies that 
made a clear biological distinction between them.

We share Williams’ concern for the “ city-sky- 
line shapes of the preference curves,’’ and we 
would (and do) smooth these curves for water 
management use. We have since developed a com­
posite set of depth and velocity preference curves 
for steelhead parr from the Morse Creek data set, 
two sets from the Dungeness River, and other sets 
from other Washington streams (unpublished). The 
patterns from our Morse Creek curves holds true 
in the larger data sets (about 1,000 fish observa­
tions in each), but transitions between adjacent 
intervals are smoother. However, for the purpose 
of testing the preferences for predicting fish dis­
tribution, we felt it was more appropriate to use 
the data as they were rather than to superimpose 
our own judgments about the nature of the under­
lying biological response to depth and velocity. 
Small samples (and 104 fish distributed among 10 
depth and 13 velocity intervals constitutes a small 
sample) are unlikely to represent the population 
with complete fidelity. In an adjacent stream (Dun­
geness River; unpublished data), we found differ­
ences in the depth and velocity preferences of 
steelhead parr between two flows, as did Pert and 
Erman (1994) for rainbow trout O. mykiss, Did 
these reflect true differences in preference or con­
sistent preferences interacting with a different set

of available depths and velocities? We cannot rule 
out the latter, which we believe requires a less 
complicated behavioral mechanism than prefer­
ences that change with flow.

Hal A. Beecher 
John P. Carleton 
Thom H. Johnson

Washington Department of Fish and Wildlife
600 Capitol Way North
Olympia, Washington 98501-1091, USA
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-INSTREAM FLOW-ESSAY

Uncertainty and Instream Flow Standards: 
Perspectives Based on Hydropower Research 
and Assessment
By Webster Van Winkle, Charles C. Coutant, Henriette I. Jager, Jack S. Mattice, Donald J. Orth, 
Robert G. Otto, Steven F. Railsback, and Michael J. Sale

a thouSht~Provokin§  essay, "U ncertainty and 
Instream  Flow  Standards," Castleberry et al. 

W M  (1996) argue that currently no scientifically
1  defensible m ethod exists [including the Phys- 

ical Habitat Simulation System com ponent 
(PHABSIM) of the Instream Flow Increm ental Methodology 
(IFIM)] for defining instream flows needed to protect fish or 
aquatic ecosystem s. They suggest (1) that an adaptive m an ­
agem ent approach is preferable, involving protective interim  
standards, a m onitoring program , and an effective [institu­
tional] procedure for revising interim standards in light of 
new information; and (2) that scientists and m anagers need  
to understand and consider the uncertainties in instream  
flow methods, develop and im plement m onitoring methods 
that will realize the potential of adaptive m anagem ent, and 
develop the basic (m echanistic) biological know ledge about 
how flows affect the survival and reproduction of individuals.

We w ant to add to these constructive ideas tap ro m o te  
further discussion on the im portant issue of instream  flow  
managem ent. The scientific defensibility of any predictive  
assessment m ethodology needs to be judged based on its 
scientific foundations and its proven track record of use in 
specific environm ental assessments. The adaptive m anage­
m ent approach, while having a sound scientific founda­
tion, is still developing a proven track record. M any p er­
ceive this approach as trial-and-error manipulations that 
provide an excuse for maintaining the status quo. Stated  
m ore strongly, adaptive m anagem ent can be prim arily a 
political process of adapting to changing political pres­
sures, rather than a scientific process of adapting to increased 
scientific understanding. In reality, adaptive m anagem ent 
requires dram atic experim ents, including predictive m od­
els. We. identify three additional needs to obtain the benefits 
of more flexible approaches such as adaptive m anagem ent.

W eb ster Van W in k le  arid C h a rles  C . C o u ta n t are senior re- 
search staff m em bers in the Environm ental Sciences Division at Oak 
Ridge National Laboratory, B uilding 1505 , P O . Box 2 0 0 8 , Oak 
Ridge, T N  3 7 8 3 1 -6 0 3 8 ; LVVW@ornl.gov. H e n rie tte  L  J a g e r  is a 
research associate in the Environm ental Sciences Division at Oak 
Ridge National Laboratory. Ja c k  S. M a tt ic e  is a project m anager at 
the Electric P ow er Research Institute in Palo Alto, California.
D o n a ld  J . O rth  is a professor in the D epartm ent o f Fisheries and  
Wildlife Sciences at Virginia Polytechnic Institute and State U ni­
versity in Blacksburg, Virginia. R o b e rt  G. O tto  is a consultant in 
Cam bridge, M aryland. S tev en  F. R a ilsb a c k  is with Lang, Rails­
back, &  Associates in Areata, California. M ic h a e l  J .  S a le  is a gro u p  
lender in the Environm ental Sciences Division at Oak R idge N a­
tional Laboratory.
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D ecis ion-m aking  Fram ework
Adaptive m anagem ent requires a high level of institu­

tional, legal, and political flexibility— more than now typi­
cally occurs (Castleberry et al. 1996). M any fisheries agen­
cies have insufficient resources for the current backlog of 
hydropow er instream flow studies (Railsback et al. 1990), 
m uch less for long-term  monitoring and adaptive m anage­
m ent at each site. In addition, deregulation of electricity 
generation in the United States is creating a competitive 
climate such that hydropow er operators will be less able to 
afford adaptive m anagem ent experiments.

H ow ever, the benefits of flexible requirements are being 
recognized and gradually implemented. In addition to the 
"H odge Decision" (Castleberry et al. 1996), exam ples in­
clude the settlem ent agreem ents for the Skagit River Pro­
ject in W ashington and the New Don Pedro Project in Cali­
fornia, both of which allow flows to be varied according to 
agreed rules as m ore information and better models are 4 
obtained from m onitoring studies. Additional opportuni­
ties for adaptive m anagem ent lie with federal w ater pro­
jects [e.g., the Glen Canyon Project (U.S. Bureau of Recla­
mation 1995)]. Federal projects are not bound by the

^ a d a p t iv e  management can be 
; ï^ g fim a rilÿ  a political process of 
?^ g |d ap t|n g  to changing political •: 
- ^ ÿ ^ iu r e s ;  rather than a scientific; , ; 
:r£ÿpmcëss; of adapting to increased f e  
r.̂ ^ ^ sejehtific understanding
procedures of the Federal Energy Regulatory Commission, 
and study and mitigation costs (including funding of 
resource agency participation) are heavily subsidized.

Management Objectives
A  challenge to any approach based on population- or 

com m unity-level effects is achieving agreement on m a n v  
agem ent objectives that are acceptable to the public, sim­
ple to understand, ecologically meaningful, and m easur­
able before designing a monitoring program  or a m odel.
The objective could range from target values for adult pop­
ulation density or production of a key fish species to m ain- 
tainance of a balanced and indigenous fish community. 
M any of these objectives are difficult to measure. For ex- 
ample, providing a specified long-term average num ber of
outm jgrating salm on smolts per spawner may seem like a 
simple, w ell-defined m anagem ent objective. However,
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determining w hether this objective is being m et based on  
variable and uncertain data gathered throughout the years 
is not simple. Nonetheless, the need to define such m an­
agem ent objectives can be viewed as a strength of popula­
tion- and com m unity-level approaches (Orth 1995); while 
difficult, it does force decision m akers to focus on real pro­
ject effects, m anagem ent options, and uncertainty.

F lo w  M a n ip u la tio n s , M o n ito r in g  P rogram s, 
and  M ode ls

The adaptive m anagem ent approach requires several 
key com ponents. The flow m anipulation m ust involve a 
major change in the base flow regime for regulators and  
scientists to expect a measurable change. M inor flow  
changes m ay not provide the contrast needed to test the 
knowledge base and models used to develop m anagem ent 
regulations and, thus, would fail to serve the decision­
making purpose. While necessary for the adaptive m an­
agem ent approach, flow manipulations and monitoring  
programs alone are not sufficient. For the adaptive m anage­
ment approach to be successful, it m ust include a methodol­
ogy that provides two critical functions. First, it must provide 
the qualitative framework for identification and consensus­
building concerning m anagem ent objectives, flow m anipu­
lations, and monitoring. Second, it must provide a quantita­
tive predictive tool [always combined with com m on sense, 
critical thinking about stream ecology, and careful evaluation 
of the actual consequences of flow m odification (Castleberry 
et al. 1996)] that synthesizes the results from the monitoring 
program  and m akes quantitative predictions (absolute or 
relative) of fish population responses to alternative instream  
flow regimes and mitigation measures. Adaptive m anage­
m ent can  treat these predictions as hypotheses and design  
experim ents to test their validity and im prove predictions.

Although it has its weaknesses because of its limited fo­
cus on physical habitat, PHABSIM is such a tool. The indi­
vidual-based modeling approach is another such tool that 
does not have this limitation. It replaces PHABSIM's reliance 
on habitat suitability curves with a mechanistic representa­
tion of the processes underlying fish grow th , survival, and  
reproduction (e.g., Van Winkle et al. 1993). This representa­
tion varies with the life history of the species of interest, and 
density dependence (i.e., compensation) is an emergent popu­
lation property of what happens to the individual model fish.

One such individual-based instream flow m odel (Van 
Winkle et al. 1996) is being developed in conjunction with 
a field evaluation of PHABSIM (Studley et al. 1996). By 
monitoring fish populations and habitat at 9 hydropow er 
sites throughout 11 years and experim entally changing  
minim um  flows (Studley et al. 1996), this study indicates 
that population responses to flow can be com plex yet pre­
dictable. For exam ple, at sites within one 5-km  reach of the 
Tuie River, California, factors that limited trout populations 
included base flows, scouring of redds by floods, winter tem­
peratures too high for incubation, high sum m er tem pera­
tures, scarce spawning habitat, and interspecies competition. 
Physical habitat assessments alone cannot be expected to do 
well in such situations, yet m any of these population-limiting 
factors have been successfully captured in the individual- 
based model and could be represented in a more comprehen­
sive suite of models in IFIM. Preliminary results also indicate
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that relatively simple im provements to typical PHABSIM  
m ethods can produce instream flow assessm ents that are 
reasonably accurate and far less expensive than an adap­
tive m anagem ent approach. At the very least, they can p ro­
vide the initial predictions on which adaptive m anagem ent 
can build.

Castleberry et al. (1996) correctly point out the uncertain­
ties in simplistic instream flow assessments. We agree that 
the adaptive m anagem ent approach has potential benefits 
and, in fact, we see a gradual trend tow ard m ore flexible 
assessment and m anagem ent of w ater projects. However, 
before the adaptive m anagem ent approach can be fully suc­
cessful, it is clear that (1) decision-making frameworks;
(2) m anagem ent objectives; and (3) flow m anipulations, 
monitoring programs, and models all need im provement. 
We emphasize that mechanistic models that depict the fac­
tors affecting the target aquatic resources (and not just 
physical habitat) m u st be key com ponents of the adaptive 
m anagem ent process. W ithout such m odels, the uncertain ­
ties m ay be greater than  those currently encountered w ith  
habitat models, and as a consequence, eventual costs may 
be much higher than necessary,
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ESSAY

Uncertainty and 
Instream Flow 
Standards
By Daniel T. Castleberry, Joseph J. Cech Jr., Don C. Erman, 
David Hankin, Michael Healey, G. Mathias Kondolf, Marc 
Mangel, Michael Mohr, Peter B. Moyle, Jennifer Nielsen, 
Terence P. Speed, and John G. Williams

everal years ago, Science published an important 
essay (Ludwig et al. 1993) on the need to confront 
the scientific uncertainty associated with manag- 
ing natural resources. The essay did not discuss 

instream flow standards explicitly, but its arguments apply. 
At an April 1995 workshop in Davis, California, all 12 par­
ticipants agreed that currently no scientifically defensible 
method exists for defining the instream flows needed to 
protect particular species of fish or aquatic ecosystems 
(Williams, in press). We also agreed that acknowledging this 
fact is an essential step in dealing rationally and effectively 
with the problem.

Practical necessity and the protection of fishery re­
sources require that new instream flow standards be estab­
lished and that existing standards be revised. However, if 
standards cannot be defined scientifically, how can this be 
done? We join others in recommending the approach of 
adaptive management. Applied to instream flow standards, 
this approach involves at least three elements.

First, conservative (i.e., protective) interim standards 
should be set based on whatever information is available 
but with explicit recognition of its deficiencies. The stan­
dards should prescribe a reasonable annual hydrograph as 
well as minimum flows. Such standards should try to sat- - 
isfy the objective of conserving the fishery resource, the 
first principle of adaptive management (Lee and Lawrence 
1986).

Second, a monitoring program should be established and 
should be of adequate quality to permit the interim stan­
dards to serve as experiments. Active manipulation of

flows, including temporary imposition of flows expected to 
be harmful, may be necessary for the same purpose. This 
element embodies the adaptive management principles that 
management programs should be experiments and that in­
formation should both motivate and result from manage­
ment action. Often, it also will be necessary to fund ancillary 
scientific work to allow more robust interpretation of the 
monitoring results.

Third, an effective procedure must be established where­
by the interim standards can be revised in light of new 
information. Interim commitments of water that are in prac­
tice irrevocable must be avoided.

The details of the morritoiing piogiam should vary from 
case to case. Where protection of particular populations is 
emphasized, the monitoring program should produce esti­
mates of population size. However, population estimates by 
themselves often will not provide useful guides to action. 
This is particularly likely with anadromous fishes such as 
salmon, where populations of adults depend on harvest, 
ocean conditions, and other factors not related to instream 
flows, and populations of juveniles are hard to estimate 
accurately. Managers will leam more if the monitoring pro­
gram also includes a suite of indices of the growth, condi­
tion, and development of the target species. These indices 
need to be interpreted with awareness of the complications 
arising from variations in life history patterns within and 
among populations. However, the indices and population 
estimates together will offer the best evidence of the mech­
anisms by which flows affect the survival and reproduction 
of individuals and thus the persistence of populations.
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The 1990 '"Hodge Decision" in the case of Envim vncnial 
Defense Fund v East Bay Municipal Utility District [Superior 
Court of Alameda County (California) No. 425955], with 
which several of us have been involved, exemplifies this 
approach. Judge Richard Hodge set flow standards for the 
American River, a major tributary to the Sacramento, that 
are intended to protect chinook salmon and other public 
trust resources from diversions by the East Bay Municipal 
Utility District. However, Hodge recognized the "fundamen­
tal inadequacy" of existing information regarding flow 
needs, so he retained jurisdiction and ordered parties to the 
litigation to cooperate in studies intended to clarify what the 
flow standards should be. Experience with these studies 
motivated the April 1995 workshop.

Our claim that there is now no scientifically defensible 
method for defining flow standards implies that the Physi­
cal Habitat Simulation Model (PHABSIM), the heart of the 
Instream Flow Incremental Methodology (IF1M), is not such 
a method. We have divergent views on PHABSIM. Some of 
us think that, with modification and careful use, it might 
produce useful information. Others think it should simply 
be abandoned. However, we agree that those who would 
use PHABSIM, or some modification of it, must take into 
account the following problems: (1) sampling and measure­
ment problems associated with representing a river reach 
with selected transects and with the hydraulic and sub­
strate data collected at the transects; (2) sampling and mea­
surement problems associated with developing the suitabili­
ty curves; and (3) problems with assigning biological 
meaning to weighted usable area (WUA), the statistic esti­
mated by PHABSIM. Estimates of WUA should not be pre­
sented without confidence intervals, which can be devel­
oped by bootstrap methods (Efron and Tibshirani 1991; 
Williams 1996). Nor,should any analytic method become a

substitute for common sense, critical thinking about stream 
ecology, or careful evaluation of the consequences of flow 
modification, as has sometimes happened with the imple­
mentation of the IFIM.

Establishing instream flows involves both policy and sci­
ence, and scientists and resource managers have challeng­
ing roles in the process. Managers need to accept the exist­
ing uncertainty regarding instream flow needs and make 
decisions that will both protect instream resources and allow 
development of knowledge that will reduce the uncertainty. 
Scientists need to develop and implement monitoring meth­
ods that will realize the potential of adaptive management, 
and develop the basic biological knowledge that will pro­
vide a more secure foundation for decisions that must bal­
ance instream and consumptive uses of water. ) &
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c o p y  /

The Watershed Protection Approach: 
Is the Promise About To Be Realized?
William E. Taylor and Mark Gerath

T he concept of managing water resources and 
protecting w ater quality on a geographical or 
watershed basis has been evolving since the late 
1800s. Only in the last few years, however, have 

water resource and protection organizations, both public 
and private, begun to focus seriously on a watershed ap­
proach to address remaining w ater quality problems.
Until recently, w ater quality regulation and management 
focused on control of point source dischargers of pollu­
tants. Technology and w ater quality-based effluent limita­
tions on point sources, in conjunction with 
implementation of antibacksliding and antidegradation re­
quirements, have resulted in a substantial reduction in 
point source pollutant loadings to waters and consequent 
upgrading of many receiving waters.

To achieve further cost-effective im provem ents in 
water quality, w ater resource managers recognize that 
they must now focus on a m ore com prehensive  
approach to w ater quality management, including con ­
tinued control of point source discharges as well as 
control of nonpoint source discharges, preservation of 
habitat, and ground w ater protection and flow.

This article gives a brief history of w atershed pro­
tection efforts and an analysis of why the watershed  
approach makes technical sense. R ecent case studies 
from throughout the country illustrate various types of 
watershed protection approaches now  being used.

Historical D evelopm ent o f the Watershed 
Protection Approach 
For several decades, agencies such as the Army 

Corps of Engineers, the Soil Conservation Service (now  
known as the Natural Resources Conservation Service) 
and the Federal Energy Regulatory Commission (FERC) 
have funded and approved w ater resource projects 
designed to achieve multiple objectives w hich in turn 
required watershed-based planning and management. 
Early federal initiatives typically involved basinwide 
projects for flood control, municipal w ater supply, irri­
gation, hydroelectric p ow er generation, recreation, and 
water quality im provem ent as part of a single project.

Section 3 of the 1917  Newland Act, 33  U.S.C. § 701  
(1 9 8 8 ) (repealed 1994 ), gave the Corps authority to

Mr. Taylor is a partner at the law firm  o f Pierce Atwood in 
Portland, Maine. He serves as a commissioner on the New 
England interstate Water Pollution Control Commission. 
Mr. Gerath is water resources department m anager in the 
Acton, Massachusetts office o f a consulting and  engi-
neering company.

undertake a com prehensive study of w atersheds for 
flood control improvements. The Corps reports served  
as the basis for most river planning docum ents for the 
next several decades. Early basinwide plans tended to  
address w ater resource developm ent rather than quali­
ty and focus on structural solutions rather than non- 
structural pollution control-based planning. In the early 
1960s, the focus of w ater resources managem ent 
turned from a large basinwide econom ic developm ent 
approach to a m ore regional developm ent and w ater 
quality protection approach.

The W ater Resources Planning Act of 1965  
(WRPA), 42  U.S.C. § 1962  (1 9 8 8  & Supp. V. 1993), 
evolved from several years of congressional review  of 
river basin management plans. The WRPA recognized  
w ater pollution as a major national con cern  and 
attem pted to coordinate federal program s to address 
both w ater quantity and quality. It did not result in sig­
nificant change in national w ater policy, how ever, 
because Congress was unwilling to put regulatory teeth  
into the law or to ced e any authority to local or region­
al basin entities.

The Federal W ater Pollution Control Act of 1972, 
Pub. L. No. 92-500 , 8 6  Stat. 8 1 6  (1 9 7 2 )  (Clean W ater 
Act or CWA), provided the United States Environmental 
Protection Agency (EPA) with authority and funding 
mechanisms specifically directed to watershed p rotec­
tion. The Clean W ater A ct’s principal purpose was the 
restoration and maintenance of the “chem ical, physical 
and biological integrity of the nation’s w aters.” Section 
102(a) of the Act directed EPA, in cooperation with  
other federal agencies, states and dischargers, to “pre­
pare or develop com prehensive plans for preventing, 
reducing or eliminating pollution in navigable w aters 
and ground w aters.” Section 1 0 2 (c ) and (d ) provided  
federal grants for states to develop com prehensive  
w ater control plans consistent with the basin planning 
process under the W ater R esources Planning Act. 
Section 208  of the CWA required states to develop  
“area wide waste treatm ent management plans” includ­
ing land use-based pollution sources.

Of particular importance, section 303(d ) of the CWA 
requires that Total Maximum Daily Loads (TMDLs) be 
established for water bodies where water quality stan­
dards have not been met. A TMDL includes consideration 
of the waste load allocation from point sources and an 
estimate of the pollutant load from nonpoint sources. 
States were required to identify water quality limited 
waters (those waters not meeting applicable water quality 
standards), rank them by priority, and submit the list of 
waters to EPA by June 26, 1979. Following approval by
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EPA, states w ere to develop TMDLs for listed waters, 
implement control actions, and assess the effectiveness of 
the control actions. W hen states have not acted, courts 
have required EPA to implement the TMDL program. See 
William J . Scott v. City o f  H am m ond, Ind ia na , 741 F.2d  
992 (7th Cir. 1984). Unfortunately, even today very few  
states have fulfilled their obligations under section 303(d). 
The result is a series of citizen suits against EPA requiring 
the agency to begin preparing TMDLs for impaired w ater 
bodies.

In the past three years, various environmental and 
citizens groups have filed nearly tw enty lawsuits (o r  
notices of suits) against EPA for failure to approve state 
section 303(d ) lists o r to implement TMDLs in the  
absence of state action. These suits have been filed in 
every EPA Region ex ce p t Region V (Chicago). EPA’s 
Office of Regional Counsel exp ects several new  notices 
to be filed, particularly in Region V, w here many of the 
states have failed to  m eet the biennial April 1 deadline 
for submission of section 303 (d ) lists. In one recently  
decided case, the United States District Court for the 
Northern District of Georgia ruled that Georgia’s sec­
tion 303(d ) submissions w ere inadequate and that 
EPA’s approval of the state’s submissions was arbitrary 
and capricious. The cou rt ordered EPA to take over 
Georgia’s total m axim um  daily load program . S ierra  
Club v. H a n k in so n , 1:94-CV-2501 (N.D. Ga. 1996).

In a similar case brought against EPA’s Regional 
Administrator in Region II, N atural R esources D efen se  
Council, Inc. v. F o x , 9 0 9  F. Supp. 153 (S.D.N.Y. 1995), 
the district cou rt determ ined that there w ere triable 
issues of fact as to w hether the State of New York has 
created and submitted the appropriate TMDLs to  EPA 
Region II. The state must now  spend time recon struct­
ing its TMDL filings of the last fifteen years to establish 
that it has met the specific requirem ents of section  
303(d ). These tw o recent lawsuits have spurred EPA to  
begin a dialogue with environmental groups, states and 
other interested stakeholders with the principal pur­
pose of overhauling EPA’s TMDL program.

Despite all the available CWA statutory authority to 
begin watershed protection , implementation of these  
provisions has been limited because EPA and states ini­
tially focused on point source dischargers under sec­
tion 402  of the CWA, the National Pollutant Discharge 
Elimination System (NPDES) permit program . The 
W ater Quality Act of 1987, P.L. 100-4 (Feb. 4, 1987 ), 
added more specific planning-based approaches to the 
Clean W ater Act, including section 319 , w hich specifi­
cally required states to develop watershed-based  
approaches to polluted nonpoint source runoff. In addi­
tion, Section 3 2 0  established the national estuary pro­
gram w hich adopts the planning and im plementation  
of w ater quality managem ent activities for an estuary’s 
entire drainage area. Currently, there are twenty-eight 
approved national estuary projects.

Since the 1987 amendments to the Clean W ater Act, 
states and federal agencies have begun to embrace water­
shed protection approaches seriously. A 1993 watershed 
management conference drew well over 1,000 partici­
pants from state and federal water resource agencies as 
well as other public and private organizations. The pro­

ceedings from that conference have served as a guide for 
many states implementing watershed protection  
approaches and for EPA’s development of its watershed 
protection guidance. In a series of guidance documents 
published within the last year, EPA has finally begun to 
define and establish a framework for implementing a 
watershed protection approach.

Watershed Protection:
Does It M ake Technical Sense?
Although each watershed will have different aquatic 

resources, pollutant loadings, land uses and regulatory 
programs, it is possible to define a watershed protection 
approach. In its latest guidance, Watershed A pproach  
Fram ew ork  (Final Draft May 15, 1996), EPA defined a 
watershed approach as a “coordinating framework for 
environmental management that focuses public and pri­
vate sector efforts to address the highest priority problems 
within hydrologically-defined geographic areas, taking into 
consideration both ground and surface water flow.” The 
goals are to protect and restore aquatic ecosystems and to 
protect human health. To be successful, the approach 
must include consideration of all environmental concerns, 
including protection of critical habitats, such as wetlands 
within the watershed, in addition to protection of surface 
and ground waters.

Much of the m om entum  behind the watershed  
approach derives from its very clear advantages for 
enhancing w ater quality. W ater quality and quantity 
within a receiving w ater are affected by the sum of 
human activities and environmental processes in the 
hydrologic basin. It makes sense to coordinate w ater 
quality managem ent in recognition of the sum of activi­
ties. Table 1, on page 18, presents a list of manage­
ment activities that might be coordinated under the 
w atershed approach. For exam ple, the simple act of 
synchronizing w astew ater discharge permits within a 
basin helps the permitting agency coordinate its data 
collection and modeling while m ore readily consider­
ing the com bined im pacts of the various dischargers 
and background loadings. The logical extension of this 
technique is the explicit consideration and manage­
ment of nonpoint sources o f pollutants and w ater con ­
sumption within the basin. The alternative approach of 
considering each pollutant source in isolation is not 
only less efficient, but also not suitable for assessing 
the full range of potential pollutant loads and necessary  
control measures.

While the watershed approach provides significant 
technical advantages, it can be very difficult to adminis­
ter. The watershed approach is by its nature m ore com ­
plex than either traditional technology or w ater quality- 
based permitting. Full im plementation of the watershed  
approach requires an understanding of: (1 ) the sources 
of each important pollutant throughout the basin; (2 )  
the source and frequency of different rates of w ater 
flow through the system ; and (3 )  how  pollution control 
strategies are likely to affect the loadings and/or flows. 
For many pollutants (e .g ., nutrients or short-lived 
toxics), it is desirable to understand the rate of pollu­
tant loss from the system to avoid overestimation of
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loadings. The site-specific chem istry (e .g ., bioavailabili­
ty and toxicity) o f the pollutant may bear consideration  
to develop effluent limitations appropriate for the spe­
cific watershed. Finally, it may be necessary to consider 
two critical flow periods; the low flow events tradition­
ally exam ined in wasteload allocations at w hich point 
source effluents tend to dominate, and w et w eather 
events during w hich  nonpoint source pollutant load­
ings increase. Thus, permitting agencies face a data col­
lection effort w ith significant spatial and tem poral 
demands. Table 2 , on  page 19, fists som e of the data 
utilized to im plement watershed-based permitting.

A key elem ent of most watershed protection  strate­
gies is the use of mathem atical modeling to estimate 
w ater quality. A narrowly focused point source perm it­
ting approach often allowed the discharge to  be con ­
sidered in isolation, and background receiving w ater 
concentration w as usually assumed rather than mea­
sured. The w atershed approach puts all contam inant 
sources on an equal footing and requires a relatively 
sophisticated m odel to track all the loadings, dilutions, 
and attenuation mechanisms. In fact, lack of modeling 
resources is com m only cited as a reason that agencies 
have failed to develop TMDLs.

Another complexity associated with the watershed 
approach is the issue of regulatory jurisdiction. The water­
shed approach, by its very nature, recognizes watershed 
boundaries but it must also acknowledge political ones. 
Many significant loadings (e.g., mercury from atmospheric 
deposition and nutrients from septic tanks) com e from dif­
fuse and remote (from a regulatory and geographical 
sense) sources. Controlling these types of sources will like­
ly require new regulatory initiatives such as evaluation and 
regulation of air emissions for long-distance and long-term 
impacts. Conversely, many of the critical issues in water­
shed management are under local or regional control. For 
example, control of development, with simultaneous con­
trol of water consumption, runoff, and septic loadings, is 
generally local. To be successful, watershed management 
must motivate local officials and taxpayers to consider

impacts across jurisdictional and geographical lines.
As discussed above, a key premise of the w ater­

shed approach is that nonpoint sources can and will be 
controlled on a basis similar to point source discharg­
ers. This assumption is questionable. The agencies 
charged with regulating w ater quality through the 
NPDES program  have little or no authority over many 
im portant nonpoint sources. This regulatory gap was 
the subject o f a recen t debate within EPA regarding 
trading of point source and nonpoint source pollutants. 
The EPA Office of Enforcem ent, recognizing EPA’s ten­
uous ability to regulate many nonpoint sources, wants 
to hold the point source discharger responsible for the 
perform ance of the nonpoint source controls. On the 
other hand, the Office of W ater, wishing to facilitate 
trading, w ants to minimize the point source discharg­
e r’s responsibility following the trade.

While pollutant trading is relatively well estab­
lished under the Clean Air Act, it is m ore com plicated  
under the w atershed approach because the location  
and timing of the relevant loadings within the w ater­
shed greatly affect the results. It may be necessary, for 
exam ple, to  assure that the partners in a trade affect 
the w ater quality within the same river reaches. EPA is 
currently developing an effluent trading guidance docu­
ment to clarify how  such trades may be accom plished  
and credited.

Com plexities such as jurisdictional questions and 
pollutant trading associated with w atershed protection  
have led and will continue to lead to a proliferation of 
different approaches. Most states are rapidly moving to 
a watershed based approach and many hundreds of cit­
izen groups are becom ing directly involved in those  
efforts. EPA has published a num ber of w atershed pro­
tection guidance docum ents in the last year and main­
tains a site on the W orld W ide W eb to discuss the 
approaches different states are adopting. EPA has even  
established a W atershed Academy to educate state man­
agers on watershed protection strategies.

The need and benefits of the watershed approach are

Table 1

Management Activities that Might be Incorporated into Watershed Permitting

NPDES Permitting Habitat Im provem ent Programs

Wellhead Protection Programs W ater Use Regulation

Management of Hazardous W aste Sites Control of Household W astew ater Systems

Control of Agricultural Runoff Regulation of Residential Development

Control of Urban Runoff Flood Control Programs

Management of Forest Lands Wetlands Conservation and Protection Programs
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becoming increasingly clear. Local, state and federal agen­
cies are beginning to use any regulatory mandates avail­
able to them to further the watershed approach. Efforts 
are underway to reorganize regulatory agencies, to 
revamp the data collection and permitting processes, and 
to involve stakeholders to an unprecedented degree. In 
many cases, the state agencies and even the citizen water­
shed groups are out in front of EPA as the case studies 
below illustrate. W ater pollution control agencies agree 
that the low-hanging fruit has been picked on the w ater 
pollution control tree. The watershed approach, despite 
its complexity, is a cost-effective means to provide the
next highest level of water quality.

Watershed Protection Case Studies
Four current w atershed program s from around the 

country provide exam ples of innovative state approach- 
es to watershed protection.

C ase 1: State A gency  R eorganizes a n d  C itizen  
G roup Is E m pow ered . The Charles River w atershed in 
Massachusetts is highly developed. The river drains into 
Boston Harbor and has urban and residential develop­
ment along its entire length. The river is also consid- 
ered to be a important cultural, scenic, and recreational 
resource. Among the problems facing the river are the 
presence of fecal coliform bacteria at concentrations 
above the w ater quality criteria. In addition, there was 
widespread con cern  about the quantity of river flow as 
affected by groundw ater and surface w ater withdrawals 
from the basin. Both of these problems clearly stem  
from developm ent on w hich the traditional w astew ater 
permitting process has little effect.

Statewide, these issues have contributed to the  
reorganization of the state w ater regulation divisions 
(e  g , w ater supply, w astew ater permitting) around  
w atershed boundaries as weU as formation of basin 
team s with other state and federal agencies (e  g ., U.S. 
Fish and Wildlife, EPA). W astew ater permitting has 
been coordinated in time to  facilitate data collection

and w asteload allocations. In addition, the 
Massachusetts Department of Environmental Protection  
has integrated its program  of w ater withdrawal permit­
ting into a program  of w atershed management. This 
program  modification greatly facilitates data collection  
on critical stream flows as well as subjecting w ater 
withdrawals to  evaluation relative to ecological issues 
and w asteload allocations. Multidisciplinary and multia­
gency team s within each  basin now  facilitate planning.

In the Charles River basin, the Chartes River 
Watershed Association (CRWA), a nonprofit citizen group, 
has begun a study of the basin because of the problems of 
nonpoint source pollution and management of water 
quantity. In an ambitious five-year program, the organiza­
tion will collect water quality samples, develop mathemat­
ical models of water quantity and quality, perform stake­
holder outreach, and help to develop w ater quality man­
agement plans. The CRWA study uses local academic 
resources and citizen volunteers and is funded by govern­
ment grants and the stakeholders.

In many ways, the CRWA is performing a function 
that might be exp ected  to be fulfilled by a governm ent 
agency. They are attempting to  act as a fair arbiter of 
the issues while allowing stakeholders to  make their 
ow n conclusions w ith unbiased data. One of the early 
conclusions of this effort is that a large percentage of 
the fecal coliform  contam ination derives from many 
sources in the upper- and mid-basin area. This finding 
runs cou nter to som e expectations that com bined  
sew er overflows in the low er, urbanized basin area 
would dominate the loading of fecal coliform. The 
CRWA and the regulatory agencies may conclude, 
therefore, that the large expenditures necessary to con­
trol com bined sew er overflows in the low er basin 
would not be effective in achieving com pliance with  
w ater quality standards. Rather, the control of nonpoint 
sources is likely to be m ore im portant. For this reason, 
the CRWA is focusing its outreach on local authorities 
that regulate developm ent, household w astew ater dis­
posal, and urban runoff.

Table 2

Factors Affecting Permitting under the Watershed Approach

Pollutant Concentration in W astew ater 

/j%  Rate of W astew ater Discharge

skC Rate of Receiving W ater Flow under Critical Conditions 

/ j g  pollutants in Receiving W ater Sediments 

^  Rate of Pollutant Loading from Soil Erosion/Sedimentation  

Rate of Pollutant Decay/Settling/Volatilization
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While this effort is still relatively new, it illustrates the 
power of the watershed approach. Careful evaluation of 
the situation indicates that the most obvious source of the 
problem, urban CSOs, are not, in fact, dominating the load­
ing. Instead, more diffuse sources under local control are 
the apparent culprit. Importantly, an active citizen group is 
empowered to provide information and make recommen­
dations to local authorities to effect change. By reaching 
out to the public, the citizens and agencies can more easily 
shape a solution to the problem. It is not clear that an 
agency acting alone and demanding change would be as 
likely to succeed.

Case 2 : Pollutant Trading in North Carolina  
Watersheds. Nutrient loading to the Nuese and Tar- 
Pemlico watersheds in North Carolina has led to significant 
water quality impacts. The North Carolina environmental 
agency determined that the loadings to the watershed 
derive from both point sources (such as municipal treat­
ment works) and nonpoint sources (e.g., animal wastes). 
Following the development of a TMDL for each system, 
the state established a program that effectively allows pol­
lutant trading between the regulated entity, the discharg­
ers, and an unregulated one, the nonpoint sources. The 
state sets targets for effluent nutrient concentrations for 
certain major NPDES-registered dischargers. If the discharg­
er cannot meet those targets, the discharger pays into a 
state-administered fund to be used for the control of nutri­
ents from nonpoint sources. The amount of the payment is 
proportional to the degree of noncompliance. This is a 
promising program that illustrates the importance of cre­
ativity in developing a management system in which the 
discharger gains flexibility, yet the agency retains requisite 
authority to further water quality goals. Of course, it is like­
ly that the point sources will bear a heavier burden than 
the nonpoint sources but they may achieve “compliance" A 
at a lower cost than in the absence of trading.

Case 3 : Pollutant Trading o f  Toxic Metal in 
California. Copper loading from point sources and non­
point sources to south San Francisco Bay has led to non- 
compliance with the water quality criteria. The Regional 
Water Quality Control Board oversaw the permitting of 
point sources. Following an inventory of copper sources 
and development of a TMDL, the Board found that copper 
loading to the basin should be reduced by 950  pounds per 
year. The major point sources were already well controlled 
with respect to copper. The various basin stakeholders 
(e g., the POTWs, the municipalities, and environmental 
groups) and the Board concluded that control of nonpoint 
sources (notably sediment transport in stormwater) was 
likely to be the most cost-effective solution to the problem. 
Other, less obvious controls (e g., curtailment of copper 
sulfate application for aquatic weed control and removal of 
copper from automobile brake pads) were also investigat­
ed. The resulting agreements on copper control measures 
were to be incorporated into a basin plan and the NPDES 
permits of the major point source dischargers.

Despite the planned trading of copper loading from 
the nonpoint to point sources, the major wastewater dis­
chargers were still dissatisfied with their effluent limits. 
They appealed the basin plan to the State W ater Quality 
Control Board, which overturned the plan. They based 
their challenge on the applicability of the w ater quality

criterion as well as on the technical basis of the TMDL. 
This case study highlights the technical and regulatory 
com plexity of the TMDL process and the high stakes 
involved in water quality management. Despite the fail­
ure of the basin management plan for copper, the major 
municipal wastewater dischargers have reduced their 
copper loading by 50 percent through better manage­
ment of indirect dischargers and optimization of their 
treatment processes. Thus, increased awareness of the 
problem led to substantial water quality gains.

Case 4 : W ashington State D ep a rtm en t o f  Ecology  
(D O E) Im plem ents TMDLs. The State of Washington  
reorganized its w astew ater permitting functions around 
w atersheds, by synchronizing permits and by establish­
ing schedules for basin investigations and modeling and 
evaluation. DOE has developed TMDLs for a variety of 
pollutants including nutrients and toxics. The TMDL 
process led to the use of innovative m ethods for 
addressing som e of the m ore difficult problems facing 
the w atershed. For exam ple, in som e cases, develop­
ment of a conservative w ater quality model has elimi­
nated the requirem ent that an explicit reserve for 
uncertainty be included in the developm ent of a TMDL. 
Thus, the reserve is implicit in the TMDL and the full, 
modeled TMDL can be distributed among the sources.

Washington DOE has an interesting approach to pol­
lutant trading. Rather than organizing explicit trades, DOE 
modeled its watershed management on the Clean Lakes 
Program which presents the costs and benefits of a num­
ber o f management schemes to the stakeholders and 
reaches a consensus on the best one. This approach is 
more likely to result in buy-in on the part of the regulated 
parties and has the potential to lead to cost-sharing.

In summary, while the watershed approach to water 
quality management has significant technical and economic 
advantages, it also involves substantially increasing the scope 
and complexity of water quality management. The approach 
is driven in large part by CWA requirements that waters in 
noncompliance with water quality standards be brought into 
compliance through a budget and allocation of all contami­
nant loadings. Unfortunately, the control of nonpoint sources 
of pollution is not easy because such loadings are hard to 
quantify, agencies often have little or no authority over them, 
and control measures may be extremely expensive. 
Implementation of the watershed approach will result in a 
substantial improvement in water quality only if the nonpoint 
sources are appropriately involved. Undue emphasis on point 
sources is likely to result, in many cases, in significant expen­
ditures without substantial improvements in water quality In 
any case, improvements in water quality will only occur with 
the implementation of a more complex and comprehensive 
water policy approach as well as more focused expenditures.

Despite these problems, rapid progress is occurring in 
the implementation of the watershed protection approach. 
Most notably, regulatory agencies are reorganizing the per­
mitting process and themselves around watersheds, thus 
leading to greater agency efficiency and better stakeholder 
awareness of remaining water quality problems. Although 
it will take time to implement fully and require innovative 
regulatory decisionmaking, the promise of the watershed 
approach is cost-effective control of remaining pollutant 
sources. ®
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c o p y  )

Procedural Justice in Fishery Resource 
Allocations
By Cheryl Perusse Daigle, David K. Loomis, and Robert B. Ditton

Demands on scarce fishery resources have resulted in the need for allocation decisions. These deci- 
choosing among various groups; some receive the resources they desue, oihers do  

not Dissatisfaction with such allocation decisions and procedures is problematic for allocators, recipi­
ents and nonrecipients. Thus, allocators should develop decision-making processes that minimize or 
prevent conflict yet continue to allocate resources wisely. Research on defined as
"the fairness of the actual distribution of resources," provides insight into how those affected by pro­
posed allocations are likely to react. A second approach is procedural justice , or the fairness of the 
dedsion-making process that leads to a distribution of resources." An understanding of procedural 
justice can help resource managers determine whether perceptions of fairness or satisfaction arise 
from the final allocation decision, the manner in which a decision was made, or a combination of the 
two This paper introduces the concept of procedural justice as it relates to fishery resource decision- 
making and management, describes its potential for understanding what causes or increases drssatis 
faction^with allocation decisions, and suggests procedures to minimize or prevent conflict. A case 
study involving sport-fishery management in East Matagorda Bay, Texas, is analyzed from a proce

dural justice perspective.

r  ecause of d em an ds on increasingly sca rce  
fishery resources, allocation decisions are  
required. Often these decisions entail choos- 

I ing among various groups; some will obtain 
the resources they desire, som e will not. Conflicts caused  
by dissatisfaction regarding allocation decisions and  
procedures cause problem s for allocators, recipients, 
and nonrecipients, and time and money spent on conflict 
resolution efforts can be co stly . Thus, allocators should 
develop decision-making processes that minimize or pre­
vent conflict yet continue to allocate resources wisely.

R ecent resource allocation research has taken a 
hum an dimensions perspective to better understand why 
conflicts occur. In particular, research has focused on the 
fairness of allocation decision making. Research on dis­
tributive justice, defined as 'the fairness of the actual dis­
tribution of resources' (Loomis and Ditton 1993), shows 
potential in predicting the likely reaction  of those affect­
ed by proposed allocations. Also, research on distribu­
tive justice is useful for understanding the behavior of 
recipients and nonrecipients after an allocation decision  
has been m ade (Ritter 1991; Loom is and Ditton 1993).

Cheryl Perusse D aigle is the Berkshire outreach coordina­
tor for The Nature Conservancy's Massachusetts Chapter. She 
can be reached at CDaigle@tnc.org. D avid K. Loom is is an 
associate professor of the Department of Forestry and Wildlife 
Management, University of Massachusetts, who is reachable 
at Loomis@forwild.umass.edu. R obert B. Ditton is a profes­
sor at the Department of Wildlife and Fisheries Sciences, Texas 
A&M University. His e-mail address is RDitton@orca.tamu.edu.
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Another approach for understanding fairness issues is 
procedural justice, or "the fairness of the decision-m aking  
process that leads to a distribution of resources" (Folger 
et al. 1983). Concepts of procedural justice can help 
determine whether perceptions of fairness or satisfac­
tion arise from the final decision, the manner in which a 
decision w as m ade, or a com bination of the tw o.

Little attention has been given to procedures used  
to allocate natural resources and the reaction of affect­
ed  grou p s to the actual distribution of resources as  
well as to the procedures that led to the distribution. 
Previous research in organizational and cou rt settings 
has application value tow ard solving problem s in the 
area of natural resource allocations.

The p urpose of this p aper is to introduce the con ­
cept of procedural justice as it relates to fishery resource  
decision making and management, suggest its potential 
for understanding w hat causes or increases dissatisfac­
tion with allocation decisions, and suggest p rocedures  
that can m inim ize or prevent conflict. Finally, we an a­
lyze from a procedural justice perspective a case study  
involving sport-fishery management in East M atagorda 
Bay, Texas, reported earlier (Matlock et al. 1988, Ritter 
1991; Loomis and Ditton 1993).

Procedural Justice
In contrast with distributive justice, which deals with  

the fairness of a distribution of resources, p roced ural 
justice deals with the fairness of the m echanism s, struc­
tures, and processes that lead to the distribution (Folger 
et al. 1983). Although distributive and procedural justice
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are related and influence each other, individuals per­
ceive them to be distinct when reacting to allocation deci­
sions (Thibaut and Walker 1975; Leventhal et al. 1980). 
Distributive and procedural justice are independent to 
the exten t that an unfair proced ure m ay produce a fair 
outcom e, or a fair p rocedure m ay result in an unfair 
outcome (Folger 1977). However, certain  asp ects of the 
procedures used may influence perception  of the distrib­
ution and vice versa. W hereas early w ork  in this field 
suggested a positive relationship between distributive  
and procedural justice, subsequent efforts have dem on­
strated that procedural justice is im portan t in its own  
right (Tyler 1988). Today, the broad con cep t of procedur­
al justice is com posed of several developing models. Two 
independent approaches to procedural justice provide a 
foundation for current knowledge: Leventhal's (1980) 
expansion of his justice judgment m odel and Thibaut's 
and W alker's (1975) control theory of p roced ural justice.

Some Basics of Procedural Justice
To judge the fairness of an allocation process, Leven­

thal (1980) suggested that individuals form a cognitive  
map of the procedural com p on ents of the process that 
shapes their evaluation  of procedural fairness. Leventhal 
proposed seven categories of procedural components; 
these may be evaluated  individually or in com bination  
by those affected by an allocation. They include (1) the 
selection of decision m akers; (2) the setting of ground 
rules concerning the availability of information about an 
allocation and how to obtain it; (3) the way information 
is gathered to evalu ate the potential recipients; (4) the 
decision-m aking structure; (5) the appeals process;
(6) the safeguards that exist to monitor the integrity of 
decision makers; and (7) the change mechanisms avail­
able if existing procedures fail (Leventhal 1980).

An individual m ay then use one or m ore of six pro­
cedural justice rules to evalu ate each com ponent. A  
justice rule is " a n  individual's belief that a distribution  
of outcom es, or p rocedure for distributing o u tco m es, 
is fair and appropriate w hen it satisfies certain  crite­
ria" (Leventhal 1980:30L-------------------  ------- --------- pi

( l ^Consistency  ride— The process is perceived to be 
consistent across persons and through tim e 
("equality  of op p ortu n ity").

(2) Bias-suppression rule— The allocator's personal self 
interest or blind allegiance to n arrow  preconcep­
tions is suppressed  at all tim es.

(3) Accuracy rule— The inform ation used in the deci­
sion-m aking process is believed to be accurate.

(4) Correctability rule-—The potential exists for m odi­
fication or reversal of decisions throughout the 
process.

(5) Representativeness rule— The opportu nity  to voice 
opinions or concerns is open to all individuals or 
groups affected by the decision.

(6) Ethicality rule— The p roced ures used are  consis­
tent w ith the individual's o r grou p 's m oral and  
ethical values.

T hibaut and W alker (1975) approached the con cept 
of procedural justice from a narrow er perspective. They 
developed a model to explain procedural preferences 
and und erstan d  how people determine procedural fair­
ness within the con text of dispute resolution. Two types 
of control over resolution of a dispute w ere distin­
guished: decision control and process control. Decision 
control is the individual's control over actual decisions 
m ade (v third-party control), while process control refers 
to an individual's control over the presentation of 
"facts" (or the opportu nity  to s tate on e's case) to a third^ 
p a rty ^ h ita u f^ id A ^ T k e r u 9757su ggest that the key

'ch aracteristic  in forming an individual's perception  of 
p roced ural justice is the distribution of control 
betw een the individual and the decision m aker (Lind 
and Tyler 1988).

°pp°rtu?l®Siarid SQBceinmega 
leads tHem^tdjfeliive

treated iai'rlv̂ :a^MBsa^B
■ satisfadidn w itM ^p^^M Kersf;
Individuals are thought to prefer to maximize their 

control over decisions by directly participating in the 
decision-making process (decision control) (Thibaut and  
W alker 1975). If unable to do so, they seek to indirectly 
influence the decision by m axim izing control over the 
process that leads to a decision. This con cept of p roce­
d ural justice w as term ed the instrumental perspective 
when subsequent research led to speculation that control 
w as not alw ays an im portant factor w hen individuals 
w ere considering the fairness of p rocedures used in an  
allocation (Tyler et al. 1985; Tyler 1988). Alternately, the 
noninstrumental or value-expressive effect claim s that 
"people value having the chance to state their case, irre­
spective of w hether their statem ent influences the d eci­
sions of the authorities" (Tyler 1987). This is in contrast 
to Thibaut's and W alker's perspective in which the 
emphasis is on having some type of control over the 
decision (Lind and Tyler 1988; Tyler 1988).

The value-expressive effect is m ore thoroughly ex ­
plored as the con cept of voice, or "having some form of 
p articipation  in decision m aking by expressing one's  
ow n opinion" (Folger 1977:109). Providing individuals  
with an opportunity to voice their opinions and con­
cerns regarding allocations leads them  to believe they  
have been treated more fairly w hether or not their input 
influences the decision (Tyler 1987; Lind et al. 1990). This 
perception also increases satisfaction with decision mak­
ers, suggesting that public su pp ort for decisions may be 
increased by paying more attention to efforts that allow  
public input. Fairness is perceived to be greater when the 
opportunity to voice one's concerns is combined with the 
possibility of influencing the decision (Lind et al. 1990).
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H ow ever, increased perceptions of fairness are not due  
solely to the op portu nity  to voice an opinion. Individuals 
affected by a decision m u st believe that their view s are  
being considered by decision m akers an d  that decision  
m akers have m ad e an effort to be fair. P rior expectations  
concerning fair treatm ent influence how  an individual 
behaves w hen given the opportu nity  to speak. If individ­
uals believe previous experience w ith decision m akers  
has led to fair decisions, they are m ore likely to respond  
favorably to a situation that allow s p articipation  in the 
process but little control o ver the decision (Tyler 1987).

These early ap proaches to p roced ural justice have limi­
tations. Leventhal's justice rules have been criticized  as 
being too broad (Tyler 1988). In particular, som e of Leven- 
thal's rules involve m ultiple criteria that have different 
effects on an individual's perception of procedural fair­
ness (Tyler 1988). For exam p le, Leventhal's representative­
ness rule is am biguous; it could be better explained using  
the concepts of process control and voice.

Thibaut's and W alker's ap proach  focuses on represen­
tation within the n arrow  con text of d ispute resolution. 
Disputes are only one con text w ithin w hich individuals 
or groups m ust deal w ith decision m akers. In this article  
em phasis is given to allocation as a p roactive distribution  
decision rather than as a dispute resolution, w hich w ould  
be a reactive attem p t to resolve an  existing distribution  
perceived to be unfair. Integrating these perspectives en­
hances the potential to generalize p roced ural justice to 
nondispute or allocation settings.

The Importance of Procedural Justice Criteria
An individual's perception and behavior are affected by 

many m otivational con cern s— fairness is only one. Whether 
or not an individual view s procedural justice as important 
depends on the circum stan ces (Barrett-H oward and Tyler 
1986). In a given situation, the perceived im portance of 
fairness may be influenced by the social ro le  of the individ­
ual, the importance of other g o als , whether or not a viola­
tion may have occu rred , the stab ility  of the social system , 
and the existence of quasi=f^ir behavior (Leventhal 1980; 
Leventhal et al. 1980>. Q uastfyir behavior is defined as 
"behavior that ap peaW d o^rise out of concern  for fairness 

^but is actually used to m anipulate or deceive others" 
(Leventhal 1980; Leventhal et al. 1980). Also, an interest in 
m ain tain in g  harm ony and a con cern  for all involved  
increases the im portance of p roced ural justice (Barrett- 
Howard and Tyler 1986).

Tyler (1988) developed seven aspects of procedural justice 
that contribute independently to assessments of fair process:
(1) the perceived effort of the decision m akers to be fair,
(2) their perceived honesty, (3) the consistency of their 
behavior in term s of ethical stan d ard s of the individual,

(4) opportunities of rep resen tatio n , (5) the quality of the 
decisions m ade, (6) opportunities to appeal decisions, and  
(7) possible bias by decision m akers at an y tim e during  
the decision-m aking process. Further, Tyler (1988) reported 
a strong correlation between criteria used to assess the fair­
ness of a decision-making experience and those used to 
assess the fairness of the au th o rities involved.

Finally, the extent to w hich different criteria are used  
by different people or by people in different circum stances  
to assess whether procedures are fair plays a  significant 
role. Tyler (1988) found that the circum stances of allocation  
strongly influence how individuals define procedural justice. 
For example, when the ou tcom e w as favorable, individuals 
emphasized the perceived honesty of decision m akers; 
when the outcom e was negative, individuals were more 
con cern ed  w ith decision makers' perceived efforts to be fair 
and their consistency w ith past sim ilar situations. In cases 
involving a dispute, the most im portant determ inant of pro­
ced ural ju stice appears to be the level of control over the 
ou tcom e or decision-m aking process (Thibaut and Walker 
1975). Since the meaning of procedural ju stice  changes with 
each  circum stance, any universally fair procedures are 
unlikely to exist; procedures are more or less appropriate as 
the circum stances of an allocation change (Barrett-Howard  
and Tyler 1986; Tyler 1988).

The Group-Value Model of Procedural Justice
The group-value model of p rocedural justice developed  

by Lind and Tyler (1988) can be readily applied to fishery  
resource allocations. It incorporates previously defined pro­
ced ural justice criteria, an u nderstanding of individuals' 
perceptions of their relationships with decision makers, 
and an understanding of how  this affects their in terpreta­
tion of decision-m aking procedures. Furtherm ore, this 
m odel assum es that people are concerned about a long­
term social relationship with decision m akers and do not 
view this relationship as a "one-shot d eal" (Tyler 1989).
Group membership, defined here as "an individual or group  
of individuals that belong to a larger grou p ," is im portant 
because it provides a source of self-validation via feed­
back about the appropriateness of attitudes and values. It 
also provides em otional su pp ort and a sense of belonging  
and is an important source of m aterial resources (Tyler 
1989). This model highlights three issues that influence pro­
cedural fairness judgm ents: the neutrality of the decision­
making procedure; trust in the third party; and evidence of 
social standing (Lind and Tyler 1988; Tyler 1989).

The issue of neutrality incorporates four of Leventhal's  
(1980) six criteria— consistency across people and through  
tim e, bias-suppression, accuracy, an d  correctability. Trust 
in v o lv es the belief that the decision m akers w ant to treat 
people in a fair and reasonable way. Social standing refers 
to the perception that if individuals are treated unfairly, 
they are likely to interpret that as evidence that the d eci­
sion m akers regard them  as having low  standing within  
the grou p . Conversely, if they are show n fair and respect­
ful treatm ent, they will interpret it as m eaning they have  
high status within the group (Tyler 1989).
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Trust and standing within the group have been shown to 

be important in shaping people's judgments about whether 
they have received procedural justice and how they should 
react to their experience (Tyler 1989). Both appear to be 
more important than either judgments of control or favora­
bility of outcomes. However, when the issue of concern is 
outcome fairness, people place more weight on the neu­
trality of the decision-making procedures.

Group-value issues are usually more important among 
individuals (or groups) with a greater commitment to legal 
authorities.(Tyler 1989). People high in group loyalty define 
procedural justice in terms of the neutrality of the decision- 
making process; in contrast, people who show little group 
support are more concerned about the favorability of the 
outcome (Tyler 1989b Possibly, people or groups who view 
group membership as important because it is an important 
source of material resources, may out of necessity show a 
greater commitment to legal authorities. Research suggests 
these people in particular would show more concern about 
the group-value issues of neutrality, trust, and social stand­
ing than they would for outcome favorability (Tvler 1989).

in Summary, the above review shows that early research 
examined procedural justice in terms of the criteria individ­
uals use to,evaluate decision-making procedures; the indi­
viduals preference to have control over either the decision,, 
the process, or both; and the importance of participating in 
decision making through expressing onè's own .opinion 
The group-value model integrates key aspects of the early 
research on procedural justice and is most applicable to 
analyses of people's response to natural resource allocations.

Case Study: What Was Unfair about Fishery 
Regulations in East Matagorda Bay?

An analvsis-bf a case study involving a fishery resource 
allocation conflict provides an example of how procedur­
al justice concepts can be used. In January 1984, the Texas 
Parks and Wildlife'Commission (TPVVC) adopted emer­
gency regulations in response to a major fishbkill along 
thebfexascoastline in December 1983 (Ritter 1991). Several 
days of severely low temperatures killed approximately 
567,000 spotted seatrout (Cynoscion ncbulosus) and 90,000 
red drum (Sciacnops ocellatus), both favored species of 
Texas anglers (Matlock et al. 1988; Ritter 1991). These reg­
ulations reduced red drum and spotted seatrout daily bag 
and possession limits, increased minimum site limits, and 
prohibited use of various nets and trotlines coast wide.
The intent of these regulations was to protect the smaller 
fish for future spawning to replenish fish stocké 7

Retention of the two species was prohibited in,East 
Matagorda Bay alone so it could be used as a control area 
to assess managers' response to the freeze. East Mata­
gorda Bay was selected from all other bays as a sanctuary 
because TPWÇ believed it was a small bay with limited 
access, low fishing pressure, and smaller economic impact 
than other local bays (Matlock et al. 1988). The TPWC 
would have considered a complete ban on recreational 
fishing coastwide for a period, if necessary, but agency 
staff saw no need for such drastic action (TPWC 1984).

The TPWC is delegated emergency powers to promulgate 
regulations without prior notice to the public or public hear­
ings if there is imminent danger of depletion of a species or 
natural resource (V.T.C.A. Parks and Wildlife Code 61.104). 
Emergency regulations are effective for a period not to ex­
ceed 120 days and may be renewed once for up to 60 days 
by the agency's executive director. At that point they may 
be proposed and adopted on a permanent basis, follow­
ing normal agency decision-making procedures.

Initially, the emergency regulations were regarded as a 
temporary means of dealing with the fish kill. However,

People high in group loyalty define 
procedural justice in terms of the 
neutrality of the decision-making 

process; in contrast, people who show  
little group support are more concerned 

about the favorability of the outcome.
immediately following their implementation on 12 januarv 
1994, TPWC proposed that they be adopted as a part of the 
statewide hunting and fishing regulations. Since no one 
knew the full extent of the fish kill, and since the agency 
was,continuing its assessment efforts,,the move to make 
■tlj® emergency rules permanent was done tOifacquire the 
option if conditions warranted (Ritter 1991). if the regula-1’ 
tions had not been proposed as permanent rules, the 
TPWC would have had no further recourse „to protect fish 
stocks if conditions necessitated it when the emergency 
rules expired. Certain procedures and deadlines had to be 
met to make the emergency rules permanent (TPWC 1980), 
which is why these efforts began almost immediately 
after adoption of emergency rules. Accordingly, the agency 
urged anglers who fished in the bay, local residents, and 
all other interested parties to submit comments to the 
agency about the closure and to participate in a Statewide 
series of public hearings regarding new fishing regula­
tions that were concluding February 1994. Statewide regu­
lations are considered at the same time each year.

The emergency regulations were generally well accepted 
coastwide. However, opposition to the prohibition of reten­
tion of red drum and spotted seatrout in East Matagorda 
Bay on a permanent basis was considerable, as demonstrat­
ed at a "public hearing in Matagorda County 6 Febryhrv 1984. 
Although many local residents claimed they did not oppose 
the 120-day emergency closure, they opposed its extension 
(even if for only 60 days) because of the impact it would 
have on recreational fishing and the local economy.

The TPWC met 30 March 1994 (78 days into the 120-day 
emergency period) to discuss proposed changesyiii state­
wide hunting and fishing regulations. According to statf, 
there Uyas no longer a need to prohibit retention .of red 
drum and spotted seatrout in the bay so prohibition should 
be discontinued. Accordingly, and with considerable 
pressure to do so, the TPWC voted to repeal this emer-, 
gency rule. Because of procedural problems associated with
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public notification, discontinuing the em ergency rule was 
not possible immediately. The m easu re w as to be enacted  
as quickly as possible but before M ay 1984. Interestingly, 
the TPW C  ad opted  all of the oth er em ergency  reg u la­
tions for coastw id e application on a p erm an en t basis 
effective 2  M a y  1984  (R itter 1991 ).

Analysis
Previously, the behavior of area residents w as evaluat­

ed in term s of the concept of distributive justice (R itter  
1991; Loom is and Ditton 1993) an d , in particular, their 
feelings of relative deprivation:

"...East M atagorda Bay anglers (1) wanted the opportu­
nity to retain the fish they caught, (2) felt they deserved to 
be able to retain the fish they caught, (3) believed it possi­
ble to retain the fish they caught, and (4) lacked the sense  
they were responsible for not being allow ed to retain the 
fish they caught. Therefore, w e would predict they would  
have felt d eprived relative to anglers w h o fished other 
bays (w ho were allow ed retention of fish)" (Loomis and 
Ditton 1993:17)."
Extending this analysis to recognize the im portance of 

procedural ju stice  allows for a b road er understanding of 
the rationale behind public opposition. The group-value 
model of procedural ju stice is relevant b ecau se  of its em ­
phasis on neutrality and trust, and its recognition of the 
importance of group membership and the related tendency 
for people to co m p a re  their treatm en t in an allocative 
process w ith that of other individuals or groups affected  
by the decision. In this c a s e , group membership refers to the 
group of individuals or groups interested in the fishery 
resou rce , i.e., concerned residents, anglers, and business 
ow ners. W hereas the East M atagorda Bay area is one part 
of the co asta l bay sy stem , the group of individuals repre­
senting this bay would be considered  p art of a larger 
group of individuals representing respective bay systems. 
The TPWC is the decision m aker allocating the resource  
between bay system s.

With this m odel people are assu m ed  to be concerned  
about the long-term  social relationship w ith the decision­
m aking body and to not view  this relationship as a one- 
shot deal (Lind and Tyler 1988). The residents of the East 
M atagorda Bay area w ho are affected by fishery resource

decisions have little choice b ut to m aintain a relationship  
w ith the resou rce allocator (T PW C ) if they are to m aintain  
continued access to the resource. In oth er w ords, they  
cannot m ake up their ow n  rules and regulations regard ­
ing the resource; they m u st deal w ith the allocating  
agen cy if they w ant to ch ange the w ay the resource is

m an aged  or allocated. The relationship can be one of sup­
port o r opposition— either way, a relationship m ust exist.

The three issues of concern  in the grou p -valu e m odel 
relate directly to concerns raised by East M atagorda Bay 
residents opposing T PW C 's p roposal to perm anently  
close the bay to retention of spotted  seatrout and red  
drum . These concerns included the following:

(1) R esidents w ere convinced the choice of the bay as a 
san ctu ary  w as a politically based decision and did  
not u nderstand the rationale behind the decision.

(2) The decision lacked scien tific ju stification  and w as 
based on an inadequate assessment of fishing pressure 
on the bay and an  inadequate econom ic assessm ent.

(3) The restrictions w ere u nn ecessary  because the kill 
w as not as severe as reported.

(4) The closure of only East M atagorda Bay was unfair 
and discrim in atory  without basis (Ritter 1991).

Trust in the decision m aker and the perceived neutrali­
ty of decision m aking are reflected prom inently in these 
local concerns. Trust in the decision m aker strongly influ­
ences individuals' judgm ents about w hether they received  
procedural justice and their reactions to their experience. 
Those op posed  to the proposal did not trust either the 
d ata provid ed  by the T PW D  or the com m ission's subse­
quent interpretation of the d ata (Ritter 1991). This lack of 
trust in the agency allocating the resource contributed  
greatly  to the subsequent failure of individuals to accept 
the proposed regulations as perm anent.

A ccu racy  of inform ation is a key com ponent of the 
issue of neutrality (residents did not perceive either the 
econ om ic data or the fish kill data to be accu rate in term s 
of consistency across people), and in the past, TPWC was 
not consistent in its proposal across groups (the agency  
elected to prohibit retention only in East Matagorda Bay). 
Locals believed TPW C had no basis for discrim inating  
against the bay.

Residents of East M atagorda Bay believed they w ere  
treated unfairly by TPW C, and this perceived injustice pro­
vided them with evidence as to their standing among other  
coastal areas statew ide. This feeling of low status compared  
to other areas probably added to the strength of their oppo­
sition. The process by which the em ergency regulations were 
to become perm anent was an issue of concern because the 
normal TPW D decision-making procedures were bypassed 
due to time constraints, and initially the procedures did not 
involve public participation (Ritter 1991). This led some res­
idents to believe TPWD was intentionally trying to make the 
regulation p erm anent w ithout allow ing am ple tim e for 
them to respond to the proposal (Ritter 1991). The influence 
of this perception on their subsequent reaction to the pro­
posal cannot be underestim ated. Providing people with an 
opportunity to voice their opinions and concerns regarding 
an allocation lets people think they have been treated fairly 
and increases satisfaction w ith decision makers. Public sup­
port for the proposal may have been more w idespread had 
residents perceived themselves as more activ e  participants 
in the decision to propose permanent regulations. Sensitivity 
to issues of public perceptions of fair process may have
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increased the probabilities of im plem enting regulations that 
TPWD believed were appropriate and biologically sound.

Implications for Fisheries Management
Procedural justice involves an  aw areness and u n d er­

standing of com p lex social an d  psychological processes  
that occu r w ithin individuals and groups. This has certain  
im plications for fisheries m anagem ent.

(1) Fisheries m an agers often m ay be confused about what 
causes conflict; only recently have they begun to take 
advantage of the growing body of research emphasizing 
the social dimensions of natural resource management.

(2) Increased attention to p roced ural justice in natural 
resources decision m aking w ould require that m an ­
agers better understand the behavior of grou p s, both 
recipients and nonrecipients, before and after d eci­
sions are  m ade.

(3) Fisheries managers also need to be able to p redict the 
response of public groups affected by resource deci­
sions before those decisions are made. This could save 
agencies considerable tim e, money, and effort.

(4) Finally, fisheries m an agers m ust begin to view  their 
decision-m aking p ro cess  and procedures from  a 
fairness perspective, one that includes the p ercep ­
tions of recipients and nonrecipients of resource  
allocation s.

The potential for continued m isuse of fishery resources  
is high w hen agencies responsible for their p ro tection  
lack the aw areness and know ledge to handle the so cial 
conflicts th at arise as  a result o f ag e n cy  decisions. Politi­
cal pressure often  overrides ecologically sound m an age­
m ent decisions; to better handle the politics, an under­
standing of the so cia l p sychology of the affected p arties  is 
extrem ely  im p o rtan t.
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Minimum Flow is a Myth
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1980 w L ^  3rmW? ter stream symposium in 1980, when discussing low flow as a limiting factor
m warmwater streams, I warned fisheries m ia g e -

nt personnel that the concept of a single minimum

habitat that haaevolved m the western region of the United States
could very well become a real threat to low gradient

S f l ) ^ WarmWaterf lStream fisheries (Ŝ n i " r1981). The minimum flow concept rose from western 
ater law as a mechanism to either reserve an

a*nieans0ofWaterKr0ni apProP™ tions er as
f granting an instream water right for

fishery purposes. This led to the myth that afonsis- 
tent methodology could be used to establish a single 
minimum discharge value for any given stream Ex-

Dronri' Sh<>Wn that as water becomes fully ap- 
» i ® 1,86 or stora^ ,  the minimum 
m  tf P,ot frequently violated in time, tends to 

ome the average flow condition. Too often the

^anTtoachier8 ^  rather than themeans to achieve some riverine fishery or recrea-
h m  maiagement goal. Such persistent „ 0
not necessarily desirable from the water manaee
ment perspective, being inflexible in the face ofcom-

bnn!Te US6j  ° r dunng unusual water supply condi- 
il , brought), and certainly do not meet all 
tte  desired environmental needs. This difficulty with

Srelm Um fl<T S T SeS in part because a» the in-
.denMedSeM0rfW ^ fl° W Sm aybeneededarenot dentified. Most often overlooked are necessarv
periodic high flows that move bedload, flush sedT
ments, rejuvenate the floodplain, and generally
maintain the structural characteristics of a stream
channel, which should be maintained in dynamic
eqmhbnum with its watershed (Stalnaker W S

A common misconception among water manaee-

allX T d en °tT e,Kfnd COnsumers is that inclusion of
s ream flow 6 mStream USes of M R  in an S
tieatm entTf ihqU,rement dictate an additive tment of their respective needs. This, it is firr-

ther assumed, will result in total allocation of the 
stream flow to instream uses. Contrary to this view 
a considerable degree of compatibility exists amon^ 
many instream uses and downstream deliver? 
requirements for offstream or consumptive uSe7  
» !  m order to deal with these compatible 
uses, the mstream flow advocate and the water 
resource manager must be aware of both the timing 
and the magnitude of all the demands being placed 

tbe streamk astern . Such a common under

initrlam ’flW ^  ^  t0 the identification of
mstream flow requirements, will protect all compli-

from Hi e'?.dent from reviewing the literature and
m eîhÎ5! f,SCUSS,?nS during Ü  workshop that many 
methods for evaluating instream flow needs have
evolved since the 1960’s. I prefer to categorize sulh

S t e n d a r d T f ï f ^ ^ ï  Setting” 0r "incremental.”  
t o l h o t  1  g methodologies, on one hand, refer
d e s ^ T aSUrementS and interpretive techniques 
designed to generate a flow value (or values) in-

S so m e a ccT ^ W  " l ^ 4 recr^tional use
tended to maintain the fishery or recreational use

some acceptable level (usually dictated by policy)
™ethodo,°gies, on the other hand are

m m m m  rePe^ b ie  processes by which 1) a
« ■ M  fl° W re,ation and the hydro!I
habita i tream are transformed into a baseline
ment a lta™ l SeneS’ (2) Pr°P°Sed water manage­ment alternatives are simulated and compared witha  11 gp§

archicaf m i ì f  (î,985) suggest«i that a hier-
aPProach to hydro licensing and relicens-

bo? hbeti  ° J ed th^ in essence takes advantage of

proaches 3nd ÎÊÈÊÊÈSËpreaches. A three-tiered hierarchy was suggested

W É È Ê É M Ê feasibÜity’ and operational or design studies for evaluating hydro projects It
important to recognize that such liceiLing is
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generally a multiyear process. Adopting the sug­
gested hierarchical approach can lead to greater 
understanding among the resource agencies, the ap­
plicant, and the general public, leading to negotiated 
conditions for the license. Specifically, the recon­
naissance study identifies the stream segments of 
potential impact, the project location configuration 
and possible operating scheme. With- and without- 
project hydrologic conditions are compared to deter­
mine whether the project seems to be “benign” and 
compatible with resource agency policies. In other 
words, there is little change in the flow pattern 
below the project. In the feasibility study, the use 
of a previously set standard can be quite advan­
tageous. At this level of analysis, comparison is made 
between the projected stream flow conditions and 
the stream flow maintenance standard to identify 
major issues and periods of incompatibility. Stan­
dard setting methods (such as the New England 
Flow Method and the Arkansas and North Carolina 
methods) were discussed during this workshop; they 
and the optimum flow proposed for western Virginia 
are excellent examples by which one can screen for 

y ro projects that seem to be incompatible with 
agency policy and environmental protection goals. 
When it becomes obvious that project operations and 
the maintenance of stream flow standards are in­
compatible, impacts need to be quantified and 
mitigation measures agreed on. Then much more 
detailed operational level studies are appropriate. 
Only during this third study phase do the incremen- 
tal methods become useful and, in fact, necessary.

The majority of States now recognize instream 
flows and have identified procedures for incor-

?QQminf  JSUCl? US6S in water Plannin£  (Reiser et al.
¿T35 ;  ^ o p tio n  of a standard setting approach by 
the State W ater Resources and Fisheries Manage­
ment agencies greatly facilitates identification of 
incompatible water development projects during fea­
sibility studies. Stream flow assessment methods 
such as the Instream Flow Incremental Methodology 
used by the U.S. Fish and Wildlife Service, have con­
sequently evolved to become environmental assess­
ment techniques and are used for evaluating the 
effects of proposed reservoir construction, water 
diversions or hydroelectric operations on down­
stream fish habitats. Quite often such impact as­
sessments become a m atter of comparison among 
several possible, but not always measurable, water 
management schemes, leading to the necessity of 
simulation modeling for making these comparisons. 
Only the physical-chemical aspects of the habitat are 
evaluated and comparisons are judged on the poten­
tial habitat limitations that may result from a pro­
posed change m the way stream flows are controlled

and routed through stream segments. It is impor­
tant to realize that minimum flows, optimal flows, 
and even stream flow standards are not impact 
assessment tools. When it comes to relicensing of 
hydroelectric projects, the questions really are 
focused on the effects that may result from a change 
m project operations. Minimum flow has no logical 
argument in such an institutional process and, in 
fact, as hydro projects go to increased peaking 
operations (involving daily and hourly rapid fluctua- 
faons in the tailwater releases), it is often the high 
flows that are of more concern from a biological 
standpoint than the low or minimum flows.

The challenge now before us is to progress beyond 
the minimum flow and even habitat impact assess­
ment and to focus on scientific principles in under­
standing riverine systems. Management biologists 
must get involved with water management in river­
ine environments. By definition, management is a 
designed and directed change in a system. The im­
provement of basic understanding of ecology of our 
stream systems, coupled with the use of engineer­
ing tools and simulation modeling, provides an op­
portunity for fisheries to be enhanced downstream 
of the many hydroelectric projects coming up for 
rehcensing in the 1990’s. This will occur only if 
fishery managers and natural resource agencies do 
the designing and directing of the change in the 
operating systems, working hand-in-hand with the 
hydro project applicants and the Federal Energy 
Regulatory Commission.
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a public employee is fired for uttering speech on a 
m atter of public concern th at is not unduly disruptive of 
the operations of the relevant agency. The violation 
does not vanish merely because the firing was based 
upon a reasonable mistake about what the employee 
said.5 A F irst Amendment claimant need not allege 
bad faith; the controlling question is not the regularity  
of the agency’s investigative procedures, or the purity of 
its motives, but whether the employee’s freedom of 
speech has been “abridged.”

The risk th at a jury may ultimately view the facts 
differently from even a conscientious employer, is not, 
as the plurality would have it, a needless fetter on 
public employers’ ability to discharge their duties. It is 
the normal means by which our legal system protects 
legal rights and encourages those in authority to act 
with care. Here, for example, attention to “conclusions 
a jury would later draw,” antey a t 13, about the content 
of Churchill’s speech might have caused petitioners to 
talk to Churchill about what she said before deciding to 
fire her. There is nothing unfair or onerous about 
putting the risk of error on an employer in these cir­
cumstances.6

Government agencies are often the site of sharp  
differences over a wide range of important public issues. 
In offices where the F irst Amendment commands respect 
for candid deliberation and individual opinion, such 
disagreements are both inevitable and desirable. When 
those who work together disagree, reports of speech are 
often skewed, and supervisors are apt to misconstrue 
even accurate reports. The plurality, observing th at 
managers “can spend only so much of their time on any 
one employment decision,” antey a t 17, adopts a rule 
th at invites discipline, rather than further discussion, 
when such disputes arise. That rule is unwise, for 
deliberation within the government, like deliberation 
about it, is an essential part of our “profound national 
commitment” to the freedom of speech. Cf. New York 
Times, 376 U. S., a t 270. A proper regard for th at

his exercise of First and Fourteenth Amendment rights”); ibid. (“[A] 
teacher’s public criticism of his superiors on matters of public 
concern may be constitutionally protected and may, therefore, be an 
impermissible basis for termination of his employment.”); Pickering, 
391 U S., at 574 (“In sum, . . .  a teacher’s exercise of his right to 
speak on issues of public importance may not furnish the basis for 
his dismissal from public employment.”). Precedent certainly does 
not command JUSTICE SCALIA’s  approach, and nothing in the First 
Amendment recommends a rule that makes ignorance or mistake a 
complete defense for a discharge based on fully protected speech. 
JUSTICE O ’C o n n o r  appropriately rejects that position, at least for 
those instances in which the employer unreasonably believes an 
incorrect report concerning speech that was in fact protected and 
disciplines an employee based upon that misunderstanding. I, of 
course, agree with JUSTICE O ’CONNOR that discipline in such circum­
stances violates the First Amendment.

5 The reasonableness of the public employer’s mistake would, of 
course, bear on whether that employer should be liable for damages. 
See Butz v. Economou, 438 U. S. 478, 507 (1978) (“Federal officials 
will not be liable for mere mistakes in judgment, whether the 
mistake is one of fact or one of law”). It is wrong, however, to 
constrict the substantive reach of a public employee’s right of free 
speech in response to such remedial considerations. See ante, at 14 
(government employers who use reasonable procedures should be 
free to act “without fear lofi liability”) (emphasis added).

6 Because there is no dispute that Churchill was fired for the 
content of her speech, this case does not involve the problem of 
determining whether the public employee would have been termi­
nated anyway for reasons unrelated to speech. See Mount Healthy 
City Bd. o f  Ed. v. Doyle, 429 U. S. 274 (1977).

principle requires th at, before firing a public employee 
for her speech, managem ent get its facts straight.

I would affirm the judgment of the Court of Appeals.

LAWRENCE A. MANSON, Chicago, 111. (DONALD J. MCNEIL, 
JANET M. KYTE, and KECK, MAHIN & CATE, on the briefs) for 
petitioners* RICHARD H. SEAMON, Assistant to Solicitor General 
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Section 303 of the Clean Water Act requires each State, subject to 
federal approval, to institute comprehensive standards establishing 
water quality goals for all intrastate waters, and requires that 
such standards “consist of the designated uses of the navigable 
waters involved and the water quality criteria for such waters 
based upon such uses.” Under Environmental Protection Agency 
(EPA) regulations, the standards must also include an antidegra­
dation policy to ensure that “(elxisting instream water uses and 
the level of water quality necessary to protect [those] uses [are] 
maintained and protected.” States are required by §401 of the Act 
to provide a water quality certification before a federal license or 
permit can be issued for any activity that may result in a dis­
charge into intrastate navigable waters. As relevant here, the 
certification must “set forth any effluent limitations and other 
limitations . . . necessary to assure that any applicant” will comply 
with various provisions of the Act and “any other appropriate 
state law requirement. §401(d). Under Washington’s comprehen­
sive water quality standards, characteristic uses of waters classi­
fied as Class AA include fish migration, rearing, and spawning. 
Petitioners, a city and a local utility district, want to build a 
hydroelectric project on the Dosewallips River, a Class AA water, 
which would reduce the water flow in the relevant part of the 
River to a minimal residual flow of between 65 and 155 cubic feet 
per second (cfs). In order to protect the River’s fishery, respond­
ent state environmental agency issued a §401 certification impos­
ing, among other things, a minimum stream flow requirement of 
between 100 and 200 cfs. A state administrative appeals board 
ruled that the certification condition exceeded respondent’s authori­
ty under state law, but the State Superior Court reversed. The 
State Supreme Court affirmed, holding that the antidegradation 
provisions of the State’s water quality standards require the 
imposition of minimum stream flows, and that §401 authorized the 
stream flow condition and conferred on States power to consider 
all state action related to water quality in imposing conditions on 
§401 certificates.

Held: Washington’s minimum stream flow requirement is a permis­
sible condition of a §401 certification.

(a) A State may impose conditions on certifications insofar as 
necessary to enforce a designated use contained in the State’s 
water quality standard. Petitioners’ claim that the State may only 
impose water quality limitations specifically tied to a “discharge” 
is contradicted by §401(d)’s reference to an applicant’s compliance, 
which allows a State to impose “other limitations” on a project. 
This view is consistent with EPA regulations providing that activi­
ties—not merely discharges—must comply with state water quality 
standards, a reasonable interpretation of §401 which is entitled to 
deference. State standards adopted pursuant to §303 are among
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the “other limitations" with which a State may ensure compliance 
through the §401 certification process. Although §303 is not 
specifically listed in §401(d), the statute allows States to impose 
limitations to ensure compliance with §301 of the Act, and §301 in 
turn incorporates §303 by reference. EPA’s view supports this 
interpretation. Such limitations are also permitted by §401(d) s 
reference to “any other appropriate" state law requirement.

(b) Washington’s requirement is a limitation necessary to 
enforce the designated use of the River as a fish habitat. Petition­
ers err in asserting that §303 requires States to protect such u^es 
solely through implementation of specific numerical “criteria. The 
section’s language makes it plain that water quality standards 
contain two components and is most naturally read to require that 
a project be consistent with both: the designated use and the 
water quality criteria. EPA has not interpreted §303 to require 
the States to protect designated uses exclusively through enforce­
ment of numerical criteria. Moreover, the Act permits^enforcement 
of broad, narrative criteria based on, for example, “aesthetics. 
There is no anomaly in the State’s reliance on both use designa­
tions and criteria to protect water quality. Rather, it is petition­
ers’ reading that leads to an unreasonable interpretation of the 
Act, since specified criteria cannot reasonably be expected to 
anticipate all the water quality issues arising from every activity 
which can affect a State’s hundreds of individual water bodies. 
Washington’s requirement also is a proper application of the state 
and federal antidegradation regulations, as it ensures that an 
existing instream water use will be “maintained and protected.

(C) Petitioners’ assertion that the Act is only concerned with 
water quality, not quantity, makes an artificial distinction, since 
a sufficient lowering of quantity could destroy all of a rivers 
designated uses, and since the Act recognizes that reduced sti-earn  
flow can constitute water pollution. Moreover, §§101(g) and 510(2) 
of the Act do not limit the scope of water pollution controls that 
may be imposed on users who have obtained, pursuant^) state 
law, a water allocation. Those provisions preserve e a c h  S t a t e s  
authority to allocate water quantity as between u s e r s ,  b u t  th e  
8401 certification does not purport to determine petitioners propri­
etary right to the River’s water. In addition, the Court is unwill­
ing to read implied limitations into §401 based on petitioners 
claim that a conflict exists between the condition’s imposition an 
the Federal Energy Regulatory Commission's authority to htense 
hydroelectric projects under the Federal Power Act, since FEKC 
has not yet acted on petitioners’ license application and since 
§401’s certification requirement also applies to other statutes and 
regulatory schemes.

121 Wash. 2d 179, 849 P. 2d 646, affirmed.

O ’CONNOR, J ., delivered the opinion of the Court, in which REHN­
QUIST C. J ., and BLACKMUN, STEVENS, KENN ED Y, SOUTER, and 
GINSBURG, J J . ,  joined. STEVENS, J ., filed a concurring opinion: 
THOMAS, J ., filed a dissenting opinion, in which S c a l ia , J ., jo in e d .

JUSTICE O’Connor delivered the opinion of the Court.
Petitioners, a city and a local utility district, want to 

build a hydroelectric project on the Dosewallips River in 
Washington State. We must decide whether respondent, 
the state environmental agency, properly conditioned^  
permit for the project on the maintenance of specific 
minimum stream  flows to protect salmon and steelhead

This case involves the complex statutory and regula­
tory scheme that governs-our Nation’s waters, a scheme 
which implicates both federal and state administrative 
responsibilities. The Federal W ater Pollution Control 
Act, commonly known as the Clean W ater Act, 86 Stat. 
816, as amended, 33 U. S. C. §1251 et seq ., is a compre­
hensive water quality statute designed to “restore and 
maintain the chemical, physical, and biological integrity 
of the Nation’s waters.” §1251(a). The Act also seeks 
to attain “water quality which provides for the protection 
and prop agation  of fish, shellfish , and w ildlife.” 
§1251(a)(2).

To achieve these ambitious goals, the Clean W ater Act 
establishes distinct roles for the Federal and State  
Governments. Under the Act, the Administrator of the 
Environmental Protection Agency is required, among 
other things, to establish and enforce technology-based 
limitations on individual discharges into the country s 
navigable waters from point sources. See §§1311, 1314. 
Section 303 of the Act also requires each State, subject 
to federal approval, to institute comprehensive water 
quality standards establishing w ater quality goals for all 
intrastate waters. §§1311(b)(l)(C), 1313. These state  
water quality standards provide “a supplementary basis 
. . .  so th at numerous point sources, despite individual 
compliance with effluent limitations, may be further 
regulated to prevent water quality from falling below 
acceptable levels.” EPA v. California ex rel. State Water 
Resources Control B d .t 426 U. S. 200, 205, n. 12 (1976).

A state w ater quality standard “shall consist of the 
designated uses of the navigable waters involved and the 
water quality criteria for such waters based upon such 
uses.” 33 U. S. C. §1313(c)(2)(A). In setting standards, 
the State m ust comply with the following broad require­
ments:

“Such standards shall be such as to protect the 
public health or welfare, enhance the quality of 
w ater and serve the purposes of this chapter. Such 
standards shall be established taking into consider­
ation their use and value for public w ater supplies, 
propagation of fish and wildlife, recreational [and 
other purposes.]” Ibid.

See also §1251(a)(2).
A 1987 amendment to the Clean W ater Act makes 

clear th at §303 also contains an “antidegradation pol­
icy”— th at is, a policy requiring th at state standards be 
sufficient to maintain existing beneficial uses of naviga­
ble w aters , preventing th eir fu rth er d egradation . 
Specifically, the Act permits the revision of certain  
effluent limitations or water quality standards “only if 
such revision is subject to and consistent with the 
antidegradation policy established under this section.” 
§1313(d)(4)(B). Accordingly, EPA’s regulations imple­
m enting the Act require th a t sta te  w ater quality  
standards include “a statewide antidegradation policy” to 
ensure th at “[e]xisting instream water uses and the level 
of water quality necessary to protect the existing uses 
shall be maintained and protected.” 40 CFR §131.12  
(1992). At a minimum, state water quality standards 
must satisfy these conditions. The Act also allows 
States to impose more stringent water quality controls. 
See 33 U. S. C. §§1311(b)(l)(C), 1370. See also 40 CFR  
131.4(a) (“As recognized by section 510 of the Clean 
Water Act [33 U. S. C. §1370], States may develop water 
quality standards more stringent than required by this 
regulation”).

The State of Washington has adopted comprehensive 
water quality standards intended to regulate all of the 
State’s navigable waters. See Washington Administra­
tive Code (WAC) 1 7 3 -2 0 1 -0 1 0  to 1 7 3 - 2 0 1 - 1 2 0  (1990). 
The S tate created an inventory of all the State’s waters, 
and divided the waters into five classes. 1 7 3 -2 0 1 -0 4 5 . 
Each individual fresh surface water of the State is 
placed into one of these classes. 173-201-080^  T e 
Dosewallips River is classified AA, extraord in ary . 
1 7 3 -201 -080 (32 ). The water quality standard tor Glass 
AA waters is set forth a t 173 -2 0 1 -0 4 5 (1 ). The standard
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identifies the designated uses of Class AA w aters as well 
as the criteria applicable to such w aters.1

In addition to these specific standards applicable to 
Class AA w aters, the State has adopted a statewide 
antidegradation policy. That policy provides:

“(a) Existing beneficial uses shall be maintained and 
protected and no further degradation which would 
interfere with or become injurious to existing  
beneficial uses will be allowed.
“(b) No degradation will be allowed of waters lying 
in national parks, national recreation areas, national 
wildlife refuges, national scenic rivers, and other 
areas of national ecological importance.

“(0  In no case, will any degradation of w ater quality 
be allowed if this degradation interferes with or 
becomes injurious to existing water uses and causes 
long-term and irreparable harm to the environment. 
1 7 3 -201 -035 (8 ).

As required by the Act, EPA reviewed and approved the 
S ta te ’s w ater quality standards. See 33 U. S. C. 
§1313(c)(3); 42 Fed. Reg. 56792 (1977). Upon approval 
by EPA, the state standard became “the water quality 
standard for the applicable waters of th at S tate .” 33  
U. S. C. §1313(c)(3)

States are responsible for enforcing w ater quality 
standards on intrastate waters. 33 U. S. C. §1319(a). 
In addition to these primary enforcement responsibilities, 
§401 of the Act requires States to provide a water 
quality certification before a federal license or permit 
can be issued for activities th at may result in any 
discharge into intrastate navigable waters. 33 U. S. C. 
§1341. Specifically, §401 requires an applicant for a

! WAC 173-201-045(1) provides in pertinent part:
(1) Class AA (extraordinary).
(a) General characteristic. Water quality of this class shall markedly 
and uniformly exceed the requirements for all or substantially all 
uses.
(b) Characteristic uses. Characteristic uses shall include, but not be 
limited to, the following:

(i) Water supply (domestic, industrial, agricultural).
(ii) Stock watering.
(iii) Fish and shellfish:
Salmonid migration, rearing, spawning, and harvesting.
Other fish migration, rearing, spawning, and harvesting. . . .
(iv) Wildlife habitat.
(v) Recreation (primary contact recreation, sport fishing, boating, 

and aesthetic enjoyment).
(vi) Commerce and navigation.

(c) Water quality criteria
(i) Fecal coliform organisms.

(A) Freshwater - fecal coliform organisms shall not exceed a 
geometric mean value of 50 organisms/100 mL, with not more than 
10 percent of samples exceeding 100 organisms/lOOmL.

(B) Marine water - fecal coliform organisms shall not exceed a 
geometric mean value of 14 organisms/100 mL, with not more than 
10 percent of samples exceeding 43 organisms/100 mL.

(ii) Dissolved oxygen [shall exceed specific amounts).
(iii) Total dissolved gas shall not exceed 110 percent of saturation 

at any point of sample collection.
(vi) Temperature shall not exceed [certain levels].
(v) pH shall be within [a specified range].
(vi) Turbidity shall not exceed [specific levels].
(vii) Toxic, radioactive, or deleterious material concentrations shall 

be less than those which may affect public health, the natural- 
aquatic environment, or the desirability of the water for any use.
(viii) Aesthetic values shall not be impaired by the presence of 
materials or their effects, excluding those of natural origin, which 
offend the senses of sight, smell, touch, or taste.

federal license or permit to conduct any activity “which 
may result in any discharge into the navigable w aters” 
to obtain from the state a certification “th at any such 
discharge will comply with the applicable provisions of 
sections 1311, 1312, 1313, 1316, and 1317 of this title.” 
33 U. S. C. § 1341(a). Section 401(d) further provides 
th at “[a]ny certification . . . shall set forth any effluent 
lim itations and oth er lim itation s, and m onitoring  
requirements necessary to assure th at any ap p lican t. . . 
will comply with any applicable effluent limitations and 
other limitations, under section 1311 or 1312 of this title 
. . . and with any other appropriate requirement of State  
law set forth in such certification ." 33 U. S. C. 
§ 1341(d). The limitations included in the certification 
become a condition on any Federal license. Ibid.2

II
Petitioners propose to build the Elkhorn Hydroelectric 

Project on the Dosewallips River. If constructed as 
presently planned, the facility would be located just 
outside the Olympic National Park on federally owned 
land within the Olympic National Forest. The project 
would divert water from a 1.2-m ile reach of the River 
(the bypass reach), run the water through turbines to 
generate electricity and then return the water to the 
River below the bypass reach. Under the Federal Power 
Act (FPA), 41 Stat. 1063, as amended, 16 U. S. C. §791 
et seq .y the Federal Energy Regulatory Commission has 
authority to license new hydroelectric facilities. As a 
result, the petitioners must get a FERC license to build 
or operate the Elkhorn Project. Because a federal 
license is required, and because the project may result 
in discharges into the Dosewallips River, petitioners are 
also required to obtain State certification of the project 
pursuant to §401 of the Clean Water Act, 33 U. S. C. 
§1341.

The w ater flow in the bypass reach, which is currently 
undim inished by appropriation, ranges seasonally  
between 149 and 738 cubic feet per second (cfs). The 
Dosewallips supports two species of salmon, Coho and 
Chinook, as well as Steelhead trout. As originally 
proposed, the project was to include a diversion dam 
which would completely block the river and channel 
approximately 75% of the River’s water into a tunnel

2 Section 401 provides in relevant part:

“(a) Compliance with applicable requirements; application; 
procedures; license suspension
“(1) Any applicant for a Federal license or permit to conduct 
any activity including, but not limited to, the construction or 
operation of facilities, which may result in any discharge into 
the navigable waters, shall provide the licensing or permitting 
agency a certification from the State . . . that any such dis­
charge will comply with the applicable provisions of sections 
1311, 1312, 1313, 1316, and 1317 of this title.

"(d) Limitations and monitoring requirements of certification 
“Any certification provided under this section shall set forth 
any effluent limitations and other limitations, and monitoring 
requirements necessary to assure that any applicant for a 
Federal license or permit will comply with any applicable 
effluent limitations and other limitations, under section 1311 or 
1312 of this title, standard of performance under section 1316 
of this title, or prohibition, effluent standard, or pretreatment 
standard under section 1317 of this title, and with any other 
appropriate requirement of State law set forth in such certifica­
tion, and shall become a condition on any Federal license or 
permit subject to the provisions of this section." 33 U S C 
§1341.
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alongside the streambed. About 25% of the water would 
remain in the bypass reach, but would be returned to 
the original riverbed through sluice gates or a fish 
ladder. Depending on the season, this would leave a 
residual minimum flow of between 65 and 155 cfs in the 
River. Respondent undertook a study to determ ine the 
minimum stream  flows necessary to protect the salmon 
and steelhead fisheries in the bypass reach. On Ju n e  
11, 1986, respondent issued a §401 w ater f quality  
certification imposing a variety of conditions on the 
project, including a minimum stream-flow requirem ent 
of between 100 and 200 cfs depending on the season.

A state administrative appeals board determined th at 
the minimum flow requirement was intended to enhance, 
not merely maintain, the fishery, and th at the certifica­
tion condition therefore exceeded respondent’s authority  
under state law. App. to Pet. for Cert. 55a— 57a. On 
appeal, the state Superior Court concluded th at respond­
ent could require compliance with the minimum flow 
conditions. Id., at 29a-45a. The Superior Court also 
found th at respondent had imposed the minimum flow 
requirement to protect and preserve the fishery, not to 
improve it, and th at this requirement was authorized by 
state law. Id., at 34a.

The W ashington Suprem e C ourt held th a t the  
antidegradation provisions of the S tate’s w ater quality 
standards require the imposition of minimum stream  
flows. 121 Wash. 2d 179, 186-187 , 849 P.2d 646, 650  
(1993). The court also found th at § 401(d), which allows 
States to impose conditions based upon several enumer­
ated sections of the Clean W ater Act and “any other 
appropriate requirem ent of S tate law,” 33 U. S. C. 
§1341(d), authorized the stream  flow condition. Relying 
on this language and the broad purposes of the Clean 
Water Act, the court concluded that §401(d) confers on 
States power to “consider all state action related to 
water quality in imposing conditions on section 401  
certificates.” 121 Wash. 2d, a t 192, 849 P.2d, a t 652. 
We granted certiorari, 510 U. (1993), to resolve a
conflict among the state courts of last resort. See 121 
Wash. 2d 179, 849 P. 2d 646 (1993); Georgia Pacific 
Corp. v. Dept, o f Environm ental Conservation, 628 A. 2d 
944 (1992) (table); Power Authority o f New York v. Wil­
liams, 60 N.Y. 2d 315, 457 N. E. 2d 726 (1983). We 
now affirm.

Ill
The principal dispute in this case concerns whether 

the minimum stream  flow requirement that the State  
imposed on the Elkhorn project is a permissible condi­
tion of a §401 certification under the Clean W ater Act. 
To resolve this dispute we must first determine the 
scope of the State’s authority under §401. We must 
then determine whether the limitation at issue here, the 
requirement that petitioners maintain minimum stream  
flows, falls within the scope of that authority.

~ A
There is no dispute th at petitioners were required to 

obtain a certification from the State pursuant to §401. 
Petitioners concede that, a t a minimum, the project will 
result in two possible discharges— the release of dredged 
and fill m aterial during the construction of the project, 
and the discharge of w ater at the end of the tailrace  
after the water has been used to generate electricity. 
Brief for Petitioners 2 7 -2 8 . Petitioners contend, how­
ever, th a t the minimum stream  flow requirem ent

imposed by the State was unrelated to these specific 
discharges, and that as a consequence, the State lacked 
the authority under §401 to condition its certification on 
maintenance of stream flows sufficient to protect the 
Dosewallips fishery.

If §401 consisted solely of subsection (a), which refers 
to a state certification that a “discharge” will comply 
with certain provisions of the Act, petitioners’ assess­
ment of the scope of the S tate’s certification authority  
would have considerable force. Section 401, however, 
also contains .subsection (d), which expands the S tate’s 
authority to impose conditions on the certification of a 
project. Section 401(d) provides th at any certification 
shall set forth “any effluent limitations and other 
limitations . . . necessary to assure th at any applicant” 
will comply with various provisions of the Act and 
appropriate s ta te  law requirem ents. 33 U. S. C. 
§1341(d) (emphasis added). The language of this subsec­
tion contradicts petitioners’ claim th at the State may 
only impose water quality limitations specifically tied to 
a “discharge.” The text refers to the compliance of the 
applicant, not the discharge. Section 401(d) thus allows 
the State to impose “other limitations” on the project in 
general to assure compliance with various provisions of 
the Clean W ater Act and with “any other appropriate 
requirement of State law.” Although the dissent asserts  
th at this interpretation of § 4 0 1(d) renders § 4 0 1(a)(1) 
superfluous, in fra , at 4, we see no such anomaly. 
Section 401(a)(1) identifies the category of activities 
subject to certification - namely those with discharges. 
And § 4 0 1(d) is most reasonably read as authorizing 
additional conditions and limitations on the activity as 
a whole once the threshold condition, the existence of a 
discharge, is satisfied.

Our view of the statute is consistent with EPA’s reg­
ulations implementing §401. The regulations expressly 
interpret §401 as requiring the State to find th at 
“there is a reasonable assurance th at the activity will be 
conducted in a manner which will not violate applicable 
water quality standards.” 40 CFR §121.2(a)(3) (1992) 
(emphasis added). See also EPA, Wetlands and 401  
Certification 23 (Apr. 1989) (“In 401(d), the Congress has 
given the States the authority to place any conditions on 
a w ater quality certification th at are necessary to assure  
th at the applicant will comply with effluent limitations, 
w ater quality standards, . . . and with ‘any other 
appropriate requirement of State law.’ ”). EPA’s conclu­
sion th at activities-not merely discharges-must comply 
with state water quality standards is a reasonable 
interpretation of §401, and is entitled to deference. See, 
e.g., Arkansas v. Oklahoma, 503 U. S. — , — (1992) (slip 
op., a t 18-19); Chevron U. S .A ., Inc. v. Natural R esourc­
es Defense Council, Inc., 467 U. S. 837 (1984).

Although §401(d) authorizes the State to place restric­
tions on the activity as a whole, th at authority is not 
unbounded. The State can only ensure that the project 
complies with “any applicable effluent limitations and 
other limitations, under [33 U. S. C. §§1311, 1312]” or 
certain other provisions of the Act, “and with any other 
appropriate requirement of S tate law.” 33 U. S. C. 
§1341(d). The State asserts th at the minimum stream  
flow requirement was imposed to ensure compliance with 
the state w ater quality standards adopted pursuant to 
§303 of the Clean W ater Act, 33 U. S. C. §1313.

We agree with the S tate th at ensuring compliance 
with §303 is a proper function of the §401 certification. 
Although §303 is not one of the statutory provisions
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listed in §401(d), the statute allows states to impose 
limitations to ensure compliance with §301 of the Act, 
33 U. S. C. §1311. Section 301 in turn incorporates 
§303 by reference. See 33 U. S. C. § 1 3 11(b)(1)(C); see 
also H. R. Conf. Rep. No. 9 5 -8 3 0 , p. 96  (1977) (“Section 
303 is always included by reference where section 301 is 
listed”). As a consequence, state w ater quality stand­
ards adopted pursuant to §303 are among the “other 
limitations” with which a State may ensure compliance 
through the §401 certification process. This interpreta­
tion is consistent with EPAs view of the statute. See 
40 CFR § 121.2(a)(3) (1992); EPA, Wetlands and 401  
Certification, supra. Moreover, limitations to assure 
compliance with state water quality standards are also 
permitted by §401(d)’s reference to “any other appropri­
ate requirement of State law.” We do not speculate on 
what additional state laws, if any, might be incorporated 
by this language.3 But at a minimum, limitations 
imposed pursuant to state w ater quality standards 
adopted pursuant to §303 are “appropriate” requirements 
of state law. Indeed, petitioners appear to agree that 
the State’s authority under §401 includes limitations 
designed to ensure compliance with state water quality 
standards. Brief for Petitioners 9, 21.

B
Having concluded that, pursuant to §401, States may 

condition certification upon any limitations necessary to 
ensure compliance with state water quality standards or 
any other “appropriate requirement of State law,” we 
consider whether the minimum flow condition is such a 
limitation. Under §303, state water quality standards 
must “consist of the designated uses of the navigable 
waters involved and the water quality criteria for such 
w a te r s  b a se d  u p on  su ch  u s e s .” 3 3  U . S . C . 
§ 1 3 13(c)(2)(A). In imposing the minimum stream  flow 
requirement, the S tate determined that construction and 
operation of the project as planned would be inconsistent 
with one of the designated uses of Class AA water, 
namely “[sjalmonid [and other fish] migration, rearing, 
spawning, and harvesting.” App. to Pet. for Cert. 83a- 
-8 4 a  The designated use of the River as a fish habitat 
directly reflects the Clean W ater Act’s goal of m aintain­
ing the “chemical, physical, and biological integrity of 
the Nation’s w aters.” 33 U. S. C. §1251(a). Indeed, the 
Act defines pollution as “the man-made or man induced 
alteration of the chemical, physical^Jbiological, and 
radiological integrity of water.” §1362(19). Moreover, 
the Act expressly requires th at, in adopting water 
quality standards, the State must take into consideration 
the use of waters for “propagation of fish and wildlife.” 
33 U. S. C. §1313(c)(2)(A).

Petitioners assert, however, that §303 requires the 
State to protect designated uses solely through imple­
mentation of specific “criteria.” According to petitioners,

3 The dissent asserts that §301 is concerned solely with discharges, 
not broader water quality standards. Infra, 8 n. 2 Although §301 does 
make certain discharges unlawful, see 33 U. S. C. §1311(a), it also 
contains a broad enabling provision which requires states to take certain 
actions, to wit: “In order to carry out the objective of this chapter [viz. 
the chemical, physical, and biological integrity of the Nation’s water] 
there shall be achieved . . . not later than July 1, 1977, any more 
stringent limitation, including those necessary to meet water quality 
standards . . . established pursuant to any State law or regulations.” 33 
U S. C. §1311(bXlXC). This provision of §301 expressly refers to state 
water quality standards, and is not limited to discharges.

the State may not require them to operate their dam in 
a manner consistent with a designated “use”; instead, 
say petitioners, under §303 the State may only require 
th at the project comply with specific numerical “criteria.”

We disagree with petitioners* interpretation of the 
language of §303(c)(2)(A). Under the statute, a water 
quality standard m ust “consist of the designated uses of 
the navigable w aters involved and  the water quality 
criteria for such waters based upon such uses.” 33 
U. S C. §1313(c)(2)(A) (emphasis added). The text 
makes it plain th a t w ater quality standards contain two 
components. We think the language of §303 is most 
naturally read to require that a project be consistent 
with both components, namely the designated use and  
the water quality criteria. Accordingly, under the literal 
terms of the statute, a project th at does not comply with 
a designated use of the water does not comply with the 
applicable water quality standards.

Consequently, pursuant to § 4 0 1(d) the State may 
require that a permit applicant comply with both the 
designated uses and the water quality criteria of the 
state standards. In granting certification pursuant to 
§ 4 0 1(d), the State “shall set forth any . . . limitations

. . necessary to assure th at [the applicant] will comply 
with any . . . limitations under [§303] . . . and with any 
other appropriate requirement of State law.” A certifica­
tion requirement th at an applicant operate the project 
consistently with state water quality standards— i.e., 
consistently with the designated uses of the water body 
and the water quality criteria—-is both a “limitation” to 
assure “compliance with . . . limitations” imposed under 
§303, and an “appropriate” requirement of State law.

EPA has not interpreted §303 to require the States to 
protect designated uses exclusively through enforcement 
of numerical criteria. In its regulations governing state  
water quality standards, EPA defines criteria as “ele­
ments of State water quality standards expressed as 
constituent concentrations, levels, or narrative state­
ments, representing a quality of water th at supports a 
particular use.” §40 CFR 131.3(b) (1992)(em phasis 
added). The regulations further provide that “[w]hen 
criteria are met, w ater quality will generally  protect the 
designated use.” Ibid, (emphasis added). Thus, the 
EPA regulations implicitly recognize th at in some 
circum stances, criteria alone are insufficient to protect 
a designated use.

Petitioners also appear to argue that use requirements 
are too open-ended, and that the Act only contemplates 
enforcement of the more specific and objective “criteria.” 
But this argument is belied by the open-ended nature of 
the criteria themselves. As the Solicitor General points 
out, even “criteria” are often expressed in broad, n arra­
tive terms, such as “‘there shall be no discharge of toxic 
pollutants in toxic amounts ’” Brief for United States  
18. See American Paper Institute, Inc. v. EPA, 996 F. 
2d 346, 349 (CADC 1993). In fact, under the Clean 
Water Act, only one class of criteria, those governing 
“toxic pollutants listed pursuant to section 1317(a)(1)” 
need be rendered in numerical form. See 33 U. S. C. 
§1 3 13(c)(2)(B); 40 CFR §131.11(b)(2) (1992).

Washington’s Class AA water quality standards are 
typical in th at they contain several open-ended criteria  
which, like the use designation of the River as a fishery, 
must be translated into specific limitations for individual 
projects. For example, the standards state that “[t]oxic, 
radioactive, or deleterious material concentrations shall 
be less than those which may affect public health, the
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natural aquatic environment, or the desirability of the 
water for any use.” WAC 1 7 3 -2 0 l-045(c)(v ii). Simi­
larly, the state standards specify that a[a]esthetic values 
shall not be impaired by the presence of m aterials or 
their effects, excluding those of natural origin, which 
offend the senses of sight, smell, touch, or taste .” 
173-20  l-045(c)(viii). We think petitioners’ attem pt to 
distinguish between uses and criteria loses much of its 
force in light of the fact th at the Act permits enforce­
ment of broad, narrative criteria based on, for example, 
“aesthetics.”

Petitioners further argue th at enforcement of water 
quality standards through use designations renders the 
water quality criteria  component of the standards  
irrelevant. We see no anomaly, however, in the S tate ’s 
reliance on both use designations and criteria to protect 
water quality. The specific num erical lim itations  
embodied in the criteria are a convenient enforcement 
mechanism for identifying minimum water conditions 
which will generally achieve the requisite water quality. 
And, in most circumstances, satisfying the criteria will, 
as EPA recognizes, be sufficient to maintain the desig­
nated use. See 40 CFR §131.3(b) (1992). W ater quality 
standards, however, apply to an entire class of water, a 
class which contains numerous individual water bodies. 
For example, in the State of Washington, the Class AA 
water quality standard applies to 81 specified fresh 
surface waters, as well as to all “surface waters lying 
within the mountainous regions of the state  assigned to 
national parks, national forests, and/or wilderness 
areas,” all “lakes and their feeder stream s within the 
state,” and all “unclassified surface waters th at are 
tributaries to Class AA waters.” WAC 1 7 3 -2 0 1 -0 7 0 . 
While enforcement of criteria will in general protect the 
uses of these diverse waters, a complementary require­
ment that activities also comport with designated uses 
enables the States to ensure that each activity— even if 
not foreseen by the criteria— will be consistent with the 
specific uses and attributes of a particular body of 
water.

Under p etitioners’ in terpretation  of the s ta tu te , 
however, if a particular criterion, such as turbidity, were 
missing from the list contained in an individual state  
water quality standard, or even if an existing turbidity 
criterion were insufficient to protect a particular species 
of fish in a particular river, the State would nonetheless 
be forced to allow activities inconsistent with the 
existing or designated uses. We think petitioners’ 
reading leads to an unreasonable interpretation of the 
Act. The criteria components of state w ater quality 
standards attem pt to identify, for all the water bodies in 
a given class, water quality requirements generally 
sufficient to protect designated uses. These criteria, 
however, cannot reasonably be expected to anticipate all 
the water quality issues arising from every activity  
which can affect the S tate’s hundreds of individual water 
bodies. Requiring the States to enforce only the criteria  
component of their water quality standards would in 
essence require the States to study to a level of great 
specificity each individual surface water to ensure that 
the criteria applicable to th at water are sufficiently 
detailed and individualized to fully protect the w ater’s 
designated uses. Given th at there is no textual support 
for imposing this requirement, we are loath to attribute  
to Congress an intent to impose this heavy regulatory  
burden on the States.

The State also justified its minimum stream  flow as 
necessary to implement the “antidegradation policy” of

§303, 33 U. S. C. §1 3 13(d)(4)(B). When the Clean W ater 
Act was enacted in 1972, the w ater quality standards of 
all 50 States had antidegradation provisions. These 
provisions were required by federal law. See U. S. Dept, 
of Interior, Federal Water Pollution Control Adm inistra­
tion, Compendium of Department of Interior Statem ents 
on Non-degradation of Interstate W aters 1 -2  (Aug. 
1968); see also Hines, A Decade of Nondegradation 
Policy in Congress and the Courts: The E rratic Pursuit 
of Clean Air and Clean Water, 62 Iowa L. Rev. 643, 
6 5 8 -6 6 0  (1977). By providing in 1972 th at existing 
state w ater quality standards would remain in force 
until revised, the Clean W ater Act ensured th at the 
States would continue their antidegradation programs. 
See 33 U. S. C. §1313(a). EPA has consistently required 
t h a t  re v is e d  s t a t e  s t a n d a r d s  in c o r p o r a t e  an  
antidegradation policy. And, in 1987, Congress explicitly 
recognized the existence of an “antidegradation policy 
established under [§303].” §1 3 13(d)(4)(B).

EPA has promulgated regulations implementing §303’s 
antidegradation policy, a phrase th at is not defined 
elsewhere in the Act. These regulations require States  
to “develop and adopt a statewide antidegradation policy 
and identify the methods for implementing such policy.” 
40 CFR §131.12 (1992). These “implementation methods 
shall, a t a minimum, be consistent with the . . . 
[e]xisting instream water uses and the level of w ater 
quality necessary to protect the existing uses shall be 
maintained and protected.” Ibid. EPA has explained 
that under its anti-degradation regulation, “no activity  
is allowable . . . which could partially or completely 
elim inate any existing use.” EPA, Questions and  
Answers re: Antidegradation 3 (1985). Thus, S tates  
m ust im plement their antidegradation policy in a  
manner “consistent” with existing uses of the stream . 
The State of Washington’s antidegradation policy in turn  
provides that “[elxisting beneficial uses shall be m ain­
tained and protected and no further degradation which 
would interfere with or become injurious to existing 
b e n e f i c i a l  u s e s  w i l l  b e  a l l o w e d .  ” W A C 
1 7 3 -2 0 l-0 3 5 (8 )(a )  The S ta te  concluded th a t the  
reduced streamflows would have ju st the effect prohib­
ited by this policy. The Solicitor General, representing 
EPA, asserts, Brief for United States 1 8 -21 , and we 
agree, th at the State’s minimum stream  flow condition 
is a proper application of th e s ta te  and federal 
antidegradation regulations, as it ensures th at an  
“existing instream water us[e]” will be “maintained and 
protected.” 40 CFR §131 .12(a)(l) (1992).

Petitioners also assert more generally th at the Clean 
Water Act is only concerned with water “quality,” and 
does not allow the regulation of water “quantity.” This 
is an artificial distinction. In many cases, w ater 
quantity is closely related to water quality; a sufficient 
lowering of the water quantity in a body of water could 
destroy all of its designated uses, be it for drinking 
water, recreation, navigation or, as here, as a fishery. 
In any event, there is recognition in the Clean W ater 
Act itself that reduced stream  flow, i.e .} diminishment of 
water quantity, can constitute water pollution. F irst, 
the Act’s definition of pollution as “the man-made or 
man induced alteration  of the chem ical, physical, 
biological, and radiological integrity of w ater” encom­
passes the effects of reduced w ater quantity. 33  
U. S. C. §1362(19). This broad conception of pollu­
tion—one which expressly evinces Congress’ concern with 
the physical and biological integrity of water—refutes 
petitioners’ assertion th a t the Act draws a sharp
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distinction between the regulation of water “quantity” 
and w ater “quality.” Moreover, §304 of the Act expressly 
recognizes th at w ater “pollution” may resu lt from  
“changes in the movement, flow, or circulation of any 
navigable waters . . . including changes caused by the  
construction of dams.” 33 U. S. C. §1314(f). This 
concern with the flowage effects of dams and other 
diversions is also embodied in the EPA regulations, 
which expressly require existing dams to be operated to 
attain designated uses. 40 CFR §131 .10(g)(4).

Petitioners assert that two other provisions of the 
Clean W ater Act, §§101(g) and 510(2), 33 U. S. C. 
§§1251(g) and 1370(2), exclude the regulation of w ater 
quantity from the coverage of the Act. Section 101(g) 
provides “th at the authority of each State to allocate 
quantities of water within its jurisdiction shall not be 
superseded, abrogated or otherwise impaired by this 
chapter.” 33 U. S. C. §1251(g). Similarly, §510(2) 
provides that nothing in the Act shall “be construed as 
impairing or in any manner affecting any right or 
jurisdiction of the States with respect to the waters . . . 
of such S tates.” 33 U. S. C. §1370. In petitioners’ view, 
these provisions exclude “water quantity issues from 
direct regulation under the federally controlled water 
quality standards authorized in §303.” Brief for Peti­
tioners 39 (emphasis omitted).

This language gives the States authority to allocate 
w ater rig h ts ; we th erefo re  find it p ecu liar th a t  
petitioners argue th at it prevents the S ta te  from  
regulating stream  flow. In any event, we read these 
provisions more narrowly than petitioners. Sections 
101(g) and 510(2) preserve the authority of each State  
to allocate water quantity as between users; they do not 
limit the scope of water pollution controls that may be 
imposed on users who have obtained, pursuant to state  
law, a water allocation. In California v. F E R C , 495  
U. S. 490, 498 (1990), construing an analogous provision 
of the Federal Power Act,4 we explained that “minimum 
stream  flow requirements neither reflect nor establish  
‘proprietary rights’ ” to water. Cf, First Iowa Hydro- 
Electric Cooperative v. FP C , 328 U. S. 152, 176, and 
n. 20 (1946). Moreover, the certification itself does not 
purport to determine petitioners’ proprietary right to the 
water of the Dosewallips. In fact, the certification 
expressly states that a “State W ater Right Perm it 
(Chapters 90.03 .250  RCW and 5 0 8 -1 2  WAC) must be 
obtained prior to commencing construction of the  
project.” App. to Pet. for Cert. 83a. The certification 
merely determines the nature of the use to which that 
proprietary right may be put under the Clean W ater 
Act, if and when it is obtained from the State. Our 
view is reinforced by the legislative history of the 1977  
amendment to the Clean W ater Act adding §10Kg). See 
3 Legislative History of the Clean Water Act of 1977 
(C om m ittee P rin t compiled for the Com m ittee on 
Environm ent and Public Works by the L ibrary of 
Congress), Ser. No. 9 5 -1 4 , p. 532 (1978) (“The require­
ments [of the Act] may incidentally affect individual 
water rights. . . It is not the purpose of this amend­
ment to prohibit those incidental effects. It is the

4 The relevant text of the Federal Power Act provides: “That 
nothing herein contained shall be construed as affecting or intending 
to affect or in any way to interfere with the laws of the respective 
States relating to the control, appropriation, use, or distribution of 
water used in irrigation or for municipal or other uses, or any 
vested right acquired therein.” 41 Stat. 1077, 16 U. S. C. §821.

purpose of this amendment to insure th at State alloca­
tion systems are not subverted, and that effects on 
individual rights, if any, are prompted by legitimate and 
necessary w ater quality considerations”).

IV
Petitioners contend th at we should limit the S tate ’s 

authority to impose minimum flow requirements because 
FERC  has comprehensive authority to license hydroelec­
tric projects pursuant to the FPA, 16 U. S. C. §791a et 
seq. In petitioners’ view, the minimum flow requirement 
imposed here interferes with FER C ’s authority under the 
FPA.

The FPA empowers FERC to issue licenses for projects 
“necessary or convenient . . .  for the development, 
transmission, and utilization of power across, along, 
from, or in any of the stream s . . . over which Congress 
has jurisdiction.” §797(e). The FPA also requires FERC  
to consider a project’s effect on fish and wildlife. 
§§797(e), 803(a)(1). In California v. FER C , supra , we 
held th at the California Water Resources Control Board, 
acting pursuant to state law, could not impose a mini­
mum stream  flow which conflicted with minimum stream  
flows contained in a FERC license. We concluded th at 
the FPA did not “save” to the States this authority. Id ., 
at 498.

No such conflict with any FERC licensing activity is 
presented here. FERC  has not yet acted on petitioners’ 
license application, and it is possible that FERC will 
eventually deny petitioners’ application altogether. 
Alternatively, it is quite possible, given that FERC is 
required to give equal consideration to the protection of 
fish habitat when deciding whether to issue a license, 
th at any FER C  license would contain the same condi­
tions as the State §401 certification. Indeed, at oral 
argument the Solicitor General stated that both EPA  
and FERC were represented in this proceeding, and th at 
the Government has no objection to the stream flow 
condition contained in the §401 certification. Tr. of Oral 
Arg. 4 3 -4 4 .

Finally, the requirement for a state certification 
applies not only to applications for licenses from FERC, 
but to all federal licenses and permits for activities 
which may result in a discharge into the Nation’s 
navigable waters. For example, a permit from the Army 
Corps of Engineers is required for the installation of any 
structure in the navigable waters which may interfere 
with navigation, including piers, docks, and ramps. 
Rivers and Harbors Appropriation Act of 1899, 30 Stat. 
1151, §10, 33 U. S. C. §403. Similarly, a permit must 
be obtained from the Army Corps of Engineers for the 
discharge of dredged or fill material, and from the 
Secretary of the Interior or Agriculture for the construc­
tion of reservoirs, canals and other water storage  
systems on federal land. See 33 U. S. C. §§ 1344(a), (e); 
43 U. S. C. §1761 (1988 ed. and Supp. IV). We assume 
th at a §401 certification would also be required for some 
licenses obtained pursuant to these statutes. Because 
§401’S certification requirement applies to other statutes  
and regulatory schemes, and because any conflict with 
FER C ’s authority under the FPA is hypothetical, we are  
unwilling to read implied limitations into §401. If 
FERC issues a license containing a stream flow condi­
tion with which petitioners disagree, they may pursue 
judicial remedies at that time. Cf. Escondido Mut. 
Water Co. v. La Jolla B and of Mission Indians , 466  
U S. 765, 778, n. 20 (1984).
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In summary, we hold that the State may include 
minimum stream flow requirements in a certification 
issued pursuant to §401 of the Clean W ater Act insofar 
as necessary to enforce a designated use contained in a 
state water quality standard. The judgment of the 
Supreme Court of Washington, accordingly, is affirmed.

So ordered.

J ustice Stevens, concurring.
While I agree fully with the thorough analysis in the 

C ourts opinion, I add this comment for emphasis. For 
judges who find it unnecessary to go behind the statu ­
tory text to discern the intent of Congress, this is (or 
should be) an easy case. Not a single sentence, phrase, 
or word in the Clean Water Act purports to place any 
constraint on a S tate’s power to regulate the quality of 
its own waters more stringently than federal law might 
require. In fact, the Act explicitly recognizes S tates’ 
ab ility  to im pose s tr ic te r  s ta n d a rd s . S ee, e .g ., 
§301(b)(1)(C), 33 U. S. C. §1311(b)(l)(C).

J ustice Thomas, with whom J ustice Scalia joins, 
dissenting.

The Court today holds that a State, pursuant to §401  
of the Clean Water Act, may condition the certification 
necessary to obtain a federal license for a proposed 
hydroelectric project upon the maintenance of a mini­
mum flow rate in the river to be utilized by the project. 
In my view, the Court makes three fundamental errors. 
First, it adopts an interpretation th at fails adequately to 
harmonize the subsections of §401. Second, it places no 
meaningful limitation on a State’s authority under §401 
to impose conditions on certification. Third, it gives 
little or no consideration to the fact th at its interpreta­
tion of §401 will significantly disrupt the carefully 
crafted federal-state balance embodied in the Federal 
Power Act. Accordingly, I dissent.

I

Section 401(a)(1) o f the Federal W ater Pollution 
Control Act, otherwise known as the Clean Water Act 
(CWA or Act), 33 U. S. C. §1251 et seq., provides th at 
“[a]ny applicant for a Federal license or permit to 
conduct any activity . . . , which may result in any 
discharge into the navigable waters, shall provide the 
licensing or permitting agency a certification from the 
State in which the discharge originates . . . that any 
such discharge will comply with . . . applicable provi­
sions of [the CWA].” 33 U. S. C. § 1341(a)(1). The 
terms of §401(a)(1) make clear th at the purpose of the 
certification process is to ensure th at discharges from a 
project will meet the requirements of the CWA. Indeed, 
a S tate’s authority under §401(a)(l) is limited to certi- 
tymg that "any discharge” that “may result” from “any 
ac lvity, such as petitioners’ proposed hydroelectric

With ¡111 enume**ated provisions of 
M B  discharge will fail to comply, the State  

P I S f f l f l  *he cert'fication. Ibid. In addition, under 
§ OKd) a State may place conditions on a §401 certifica-SC.S«L''imu'nt ¡M l “d MMBmonitoring requirements,” th at may be necessary to

ensure compliance with various provisions of the CWA 
and with "any other appropriate requirement of State  
law.” §1341(d).

The minimum stream  flow condition imposed by 
respondents in this case has no relation to any possible 
discharge that might "result” from petitioners’ proposed 

project. The term "discharge” is not defined in the 
CWA, but its plain and ordinary meaning suggests "a 
flowing or issuing out,” or "something that is emitted.” 
W ebster’s Ninth New Collegiate Dictionary 360 (1991). 
Cf. 33 U. S. 'C. §1362(16) (“The term ‘discharge’ when 
used without qualification includes a discharge of a 
pollutant, and a discharge of pollutants”). A minimum 
stream  flow requirement, by contrast, is a limitation on 
the amount of water the project can take in or divert 
from the river. See ante, at 7. That is, a minimum 
stream  flow requirement is a limitation on intake—the 
opposite of discharge. Imposition of such a requirement 
would thus appear to be beyond a S tate’s authority as 
it is defined by §401(a)(1).

The Court remarks that this reading of §4 0 1(a)(1) 
would have “considerable force,” ante , a t 9, Were it not 
for what the Court understands to be the expansive 
terms of § 4 0 1(d). That subsection provides th at

[a]ny certification provided under this section shall 
set forth any effluent limitations and other limita­
tions, and monitoring requirements necessary to 
assure that any applicant for a Federal license or 
permit will comply with any applicable effluent 
limitations and other limitations, under section 1311 
or 1312 of this title, standard of performance under 
section 1316 of this title, or prohibition, effluent 
standard, or pretreatm ent standard under section 
1317 of this title, and with any other appropriate 
requirement of State law set forth in such certifica­
tion, and shall become a condition on any Federal 
license or permit subject to the provisions of this 
section.” 33 U. S. C. §1341(d) (emphasis added).

According to the Court, the fact that § 4 0 1(d) refers to an 
applicant, rather than a “discharge,” complying with 

various provisions of the Act “contradicts petitioners’ 
claim th at the State may only impose water quality 
limitations specifically tied to a ‘discharge.’ ” A nte , a t 9.
In the C ourts view, § 4 0 l(d)’s reference to an applicant’s 
compliance “expands” a State’s authority beyond the 
limits set out in §401(a)(1), ante, at 9, thereby permit­
ting the State in its certification process to scrutinize 
the applicant’s proposed "activity as a whole,” not just 
the discharges th at may result from the activity. A nte , 
at 10. The Court concludes that this broader authority 
allows a State to impose conditions on a §401 certifica­
tion th at are unrelated to discharges. A nte , at 9 -1 0 .

While the Courts interpretation seems plausible at 
first glance, it ultimately must fail. If, as the Court 
asserts, § 4 0 1(d) permits States to impose conditions 
unrelated to discharges in §401 certifications, Congress’ 
careful focus on discharges in §401(a)(1)— the provision 
th at describes the scope and function of the certification 
process was wasted effort. The power to set conditions 
th at are unrelated to discharges is, of course, nothing 
but a conditional power to deny certification for reasons 
unrelated to discharges. Permitting States to impose 
conditions unrelated to discharges, then, effectively 
eliminates the constraints of §401(a)(1).

Subsections 401(a)(1) and (d) can easily be reconciled 
to avoid this problem. To ascertain the nature of the
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conditions permissible under §401(d), §401 m ust rea  
as a whole. See United Savings
Timbers o f Inwood Forest Associates, Ltd., 484 U. b. ¿bo,
371 (1988) (statutory interpretation is a “holistic endeav­
or”). As noted above, §401(a)(1) limits a S ta te s  author­
ity in the certification process to addressing ^concerns 
related to discharges and to ensuring that any disc^ e  
resulting from a project will comply with sPeclfj® 
provisions of the Act. It is reasonable to the
conditions a State is permitted to impose on certificatio 
must relate to the very purpose the certification process 
Ts designed to serve. Thus, while §401(d) permits a 
State to place conditions on a certification to ensure 
compliance of the “applicant,” those conditions m ust still 
be related to discharges. In my view, this interpretation  
best harmonizes the subsections of §401. Indeed, any 
broader interpretation of §401(d) would perm it th at
subsection to swallow §401(a)(l). . t ,, ,.

The text of §401(d) similarly suggests th at the condi­
tions it authorizes must be related to discharges.
Court attaches critical weight to the fact th at §4 0 1(d) 
speaks of the compliance of an “applicant, but th at  
reference, in and of itself, says little about the nature of 
the conditions th at may be imposed under §401( 
Rather, because §401(d) conditions can be imposed only 
to en sure com pliance with specified provisions of 
law— that is, with “applicable effluent limitations and 
other limitations, under section 1311 or 1312 of tins 
title, standard^] of performance under section 1316 o 
this title • prohibition's], effluent stan d ard s], or
pre^reatment stan d ard s] under section
fori any other appropriate requirem ents] ot ¡state
law”̂ o n e  should logically turn to those provisions for 
guidance in determining the nature scope and purpose 
of 5401(d) conditions. Each of the four identified CWA 
provisions describes discharge-related limitations. See 
§1311 (making it unlawful to discharge any pollutant 
except in compliance with enumerated provisions of the 
Act) §1312 (establishing effluent limitations on point 
source discharges); §1316 (setting national standards of 
performance for the control of discharges); and §1317  
fsetting pretreatm ent effluent standards and prohibiting 
the discharge of certain effluents except in compliance
with standards). .

The final term on the list—“appropriate requirem ent^] 
of S tate law”— appears to be more general m scope. 
Because this reference follows a list of more limited 
provisions th at specifically address discharges however 
the principle ejusdem generis would suggest *  
general reference to “appropriate” requirements of state  
law is most reasonably construed to extend on y o 
provisions that, like the other provisions in the list, 
impose discharge-related restrictions. Cf.
United States, 329 U. S. 14, 18 (1946) (“Under the 
ejusdem  generis  rule of construction the genera wor 
are confined to the class and may not be used to e" la ® 
it”); A rcadia  v. Ohio Power Co., 498 U. S. 73 , 84 (1990). 
In sum the text and structure of §401 indicate th at a 
S tate may impose under §401(d) only those conditions 
th at are related to discharges.

The Court adopts its expansive reading of § 4 0 1(d) 
based a t least in part upon deference to the “conclusion” 
of the Environmental Protection Agency (EPA) th at 
§ 4 0 1(d) is not limited to requirem ents relating to 
discharges. Ante, at 10. The agency regulation to which

the Court defers is 40 CFR §121.2(a)(3) (1993), which 
provides th at the certification shall contain “[a] state­
ment th at there is a reasonable assurance th at the 
activity will be conducted in a manner which will not 
violate applicable water quality standards.” Ante, a t 10. 
According to the Court, “EPA’s conclusion th at actiui- 
iies— not merely discharges— must comply with state  
water quality standards . . .  is entitled to deference 
under Chevron U. S. A. Inc. v. N atural R esources  
Defense Council, Inc., 467 U. S. 837 (1984). Ante, a t 10^

As a preliminary matter, the Court appears to reso 
to deference under Chevron without establishing through 
an initial examination of the statute th at the text of^  e 
section is ambiguous. See Chevro a t 842 8 • 
More importantly, the Court invokes Chevron deference 
to support its interpretation even though the Govern­
ment does not seek deference for the EPAs regulation  
in this case.1 That the Government itself has not 
contended th at an agency interpretation exists reconcil­
ing the scope of the conditioning authority under § 4 0 1(d) 
with the terms of §401(a)(l) should suggest to the Court 
th at there is no “agencty] construction” directly address­
ing the question. Chevron, supra, at 842.

In fact, the regulation to which the Court defers is 
hardly a definitive construction of the scope of §401(d). 
On the contrary, the EPA's position on the question 
whether conditions under §401(d)v 'must be related to 
discharges is far from clear. Indeed, tlm only EP  
regulation th at specifically addresses the condition 
th at may appear in §401 certifications speaks exclusively 
in term s of limiting discharges. According to the EPA, 
a §401 certification shall contain “la] statem ent 
conditions which the certifying agency deems necessary  
or desirable with respect to the discharge of the activity. 
40 CFR §121.2(a)(4) (1993) (emphases added). In my 
view, §121 .2(a)(4) should, at the very least give the 
Court pause before it resorts to Chevron deference in 
this case.

II
The Washington Supreme Court held that the ̂ States 

water quality standards, promulgated pursuant to §303  
of the Act, 33 U. S. C. §1313, were appropriate  
requirements of state law under §401(d), and sustained 
the stream  flow condition imposed by respondents as 
necessary to ensure compliance with a “use of the river 
as specified in those standards. As an alternative to 
their argum ent that §401(d) conditions m u st be dis­
charge-related, petitioners assert that the state court 
erred when it sustained the stream flow condition under 
the “use” component of the State’s water quality stand­
ards without reference to the corresponding wa er 
quality criteria” contained in those standards. As 
explained above, petitioners’ argument with regard to 
the scope of a State’s authority to impose conditions 
under §401(d) is correct. I also find petitioners alterna­
tive argum ent persuasive. Not only does the Court err 
in rejecting th at §303 argument, in the process of doing 
so it essentially removes all limitations on a S ta tes  
conditioning authority under §401.

‘The Government, appearing as amicus curiae “supporting affirmance, 
instead approaches the question presented by assuming, arguendo, that 
petitioners’ construction of §401 is correct: “Even if a condition imposed 
under Section 401(d) were valid only if it assured that a discharge will 
comply with the State’s water quality standards, the_ [minimum 
condition set by respondents] satisfies that test. Brief for m 
as Amicus Curiae 11.
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The Court states that, “a t a minimum, limitations 
imposed pursuant to state water quality standards 
adopted pursuant to §303 are ‘appropriate’ requirements 
of state law” under §4 0 1(d). Ante, a t A w ater
quality standard promulgated pursuant to §303 must 
consist of the designated uses of the navigable waters 

involved and the water quality criteria for such waters 
based upon such uses.” 33 U. S. C. § 1 3 13(c)(2)(A). The 
Court asserts that this language “is most naturally read 
to require that a project be consistent with both compo­
nents, namely the designated use and  the water quality 
criteria. Ante, a t 13. In the Court’s view, then, the 
“use” of a body of water is independently enforceable 
through §4 0 1(d) without reference to the corresponding 
criteria. Ante, at 13-14.

The Courts reading strikes me as contrary to com­
mon^ sense. It is difficult to see how compliance with a 
“use" of a body of water could be enforced without 
reference to the corresponding criteria. In this case, for 
example, the applicable “use” is contained in the follow­
ing regulation: “Characteristic uses shall include, but not 
be limited to . . . [sjalmonid migration, rearing, spawn­
ing, and h arvesting.” Wash. Admin. Code (WAC) 

^ ¿ /J ^ r 0 1 -0 4 5 (  lXb)(iii) (1990). The corresponding criteria, 
by contrast, include measurable factors such as quanti­
ties of fecal eoliform organisms and dissolved gases in 
the water. WAC 1 7 3 -201 -045 (l)(c )(i) and (ii).3 Al­
though the Act does not further address (at least not 
expressly) the link between “uses” and “criteria,” the 
regulations promulgated under §303 make clear th at a 
“use” is an aspirational goal to be attained through 
compliance with corresponding “criteria.” Those regula­
tions suggest that “uses” are to be “achieved and 
protected, and that “water quality criteria” are to be 
adopted to “protect the designated use[s].” 40 CFR  
§§131.10(a), 131.11(a)(1) (1993).
j The problematic consequences of decoupling “uses” and 
“criteria” become clear once the Court’s interpretation of 
§303 is read in the context of §401. In the Court’s view, 
a State may condition the §401 certification “upon any  
limitations necessary to ensure compliance” with the 
“uses of the water body.” Ante, a t 12, 13 (emphasis 
added). Under the Court’s interpretation, then, state  
environmental agencies may pursue, through §401, their 
water goals in any way they choose; the conditions 
imposed on certifications need not relate to discharges, 
nor to water quality criteria, nor to any objective or 
quantifiable standard, so long as they tend to make the 
w ater more suitable for the uses the State has chosen.
In short, once a State is allowed to impose conditions on 
§401 certifications to protect “uses” in the abstract, 
§401(d) is limitless.

To illustrate, while respondents in this case focused 
only on the use” of the Dosewallips River as a fish 
habitat, this particular river has a number of other

îiÊÈÊÊÆ ÊÊÈÉïmeÀ  §3°3 water quality standards come into plj 
u eitber as “appropriate” requirements of state law <

§303Uby refer ^ IS  I '1' WWch’ accordine to the Court, “incorporel.
w M Sm m m  1 1 1 at 11 momitted)- The É Ë  Ü
to ensure corntf K È  4 $ B  M  to ™Pose limitatioi
to ensure compliance with §301 of the Act.” Ante at 11. Yet S3C

« n y V r l ë ' ° 33 a  s ' T S w !  °f anypolluta'
§ m m  Thu3, the Court'8 reliance'"on §30l^ s ^ 's o u rre ^  

S i r  'tmp03e M M  unre>ated to discharges is misplaced

[ch aracteristic  uses,” including “[rjecreation (prim ary  
contact recreation, sport fishing, boating, and aesthetic 
enjoyment).” WAC 173-20  l-045(l)(b )(v ). Under the 
C ourts interpretation, respondents could have imposed 
any number of conditions related to recreation, including 
conditions that have little relation to water quality. In 
Town o f Summersville, 60 FERC <161,291, p. 61 ,990  
(1992), for instance, the state  agency required the 
applicant to construct . . . access roads and paths, low 
water stepping stone bridges, . . .  a boat launching 
mcility . . . , and a residence and storage building.” 
These conditions presumably would be sustained under 
the approach the Court adopts today.4 In the end, it is 
difficult to conceive of a condition that would fall outside 
a S tate’s §4 0 1(d) authority under the Court’s approach.

Ill
The C ou rt’s in terp retation  of §401  significantly  

disrupts the careful balance between state and federal 
interests that Congress struck in the Federal Power Act 
(FPA), 16 U. S. C. §791 et seq. Section 4(e) of the FPA  
authorizes the Federal Energy Regulatory Commission 
(FERC or Commission) to issue licenses for projects 
“necessary or convenient . . .  for the development, 
transmission, and utilization of power across, along, 
from, or in any of the streams . 1 . over which Congress 
has jurisdiction.” 16 U. S. C. §797(e). In the licensing 
process, FERC  must balance a number of considerations: 
[I]n addition to the power and development purposes for 

which licenses are issued, [FERC] shall give equal 
consideration to the purposes of energy conservation, the 
protection, mitigation of damage to, and enhancement of, 
fish and wildlife (including related spawning grounds 
and habitat), the protection of recreational opportunities, 
and the preservation of other aspects of environmental 
quality.” Ibid . Section 10(a) empowers FERC  to impose 
on a license such conditions, including minimum stream  
flow requirements, as it deems best suited for power 
development and other public uses of the waters. See 
16 U. S. C. §803(a )\ California  v. F E R C , 495 U S 490  
4 9 4 -4 9 5 , 506 (1990).

In California v. FERC, the. Court emphasized FE R C ’s 
exclusive authority to set the stream  flow levels to be 
maintained by federally licensed hydroelectric projects. 
California, in order “to protect [a] stream ’s fish,” had 
imposed flow rates on a federally licensed project that 
were significantly higher than the flow rates established 
by FERC. Id ., at 493. In concluding th at California 
lacked authority to impose such flow rates, we stated:

“As Congress directed in FPA § 10(a), FERC  set the 
conditions of the [project] license, including the 
minimum stream  flow, after considering which 
requirements would best protect wildlife and ensure 
th at the project would be economically feasible, and 
thus further power development. Allowing Califor­
nia to impose significantly higher minimum stream  
flow requirements would disturb and conflict with 
the balance embodied in th at considered federal 
agency determination. FERC has indicated th at the 
California requirements interfere with its compre­
hensive planning authority, and we agree th a t

< Indeed as the §401 certification stated in this case, the flow 
K M  lmp° 8: d b*  ^Pondents are “in excess of those required to 
go W  'Tateil quallty ln the bypass region,” App. to Pet. for Cert 

the Court's related t0 Water | l |  ™ s t, in
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allowing California to impose the challenged require­
ments would be contrary to congressional intent 
regarding the Commission’s licensing authority and 
would constitute a veto of the project th at was 
approved and licensed by FER C .” Id ., a t 5 0 6 -5 0 7  
(citations and internal quotation marks omitted).

California v. F E R C  reaffirmed our decision in First Iowa 
Hydro-Electric Cooperative v. FP C, 328 U. S. 152 ;-1 6 4  
(1946), in which we warned against avest[ing] in [state  
authorities] a veto power” over federal hydroelectric 
projects. Such authority, we concluded, could “destroy 
the effectiveness” of the FPA and “subordinate to the 
control of the State the ‘comprehensive’ planning” with 
which the administering federal agency (at th at time the 
Federal Power Commission) was charged. Ibid.

Today, the Court gives the States precisely the veto 
power over hydroelectric projects that we determined in 
California v. F E R C  and First Iowa they did not possess. 
As the language of §401(d) expressly states, any condi­
tion placed in a §401 certification, including, in the 
Court’s view, a stream flow requirement, ushall become 
a condition on any Federal license or perm it.” 33  
U. S. C. §1341(d) (emphasis added). Any condition 
imposed by a State under § 4 0 1(d) thus becomes a 
“ter[m] | . . of the license as a m atter of law,” D epart­
ment o f Interior v. F E R C , 952 F. 2d 538, 548 (CADC 
1992) (citation and internal quotation marks omitted), 
regardless of whether FERC  favors the lim itation. 
Because of §401(d)’s mandatory language, federal courts 
have uniformly held that FERC has no power to alter or 
review §401 conditions, and that the proper forum for 
review of those conditions is state court.5 Section 
401(d) conditions imposed by S tates are  therefore  
binding on FERC. Under the Court’s interpretation, 
then, it appears th at the mistake of the S tate in 
California v. F E R C  was not that it had trespassed into 
territory exclusively reserved to FERC ; rather, it simply 
had not hit upon the proper device— th at is, the §401  
certification— through which to achieve its objectives.

Although the Court notes in passing th at “[t]he  
lim itations included in the certification become a 
condition on any Federal license,” ante, at 6, it does not 
acknowledge or discuss the shift of power from FERC  to 
the States th at is accomplished by its decision. Indeed, 
the Court merely notes that “any conflict with FE R C ’s 
authority under the FPA” in this case is “hypothetical” 
at this stage, ante , at 21, because “FERC has not yet 
acted on petitioners’ license application.” A nte , a t 2 0 -2 1 . 
We are assured that “it is quite possible . . . th at any

8 See, e.g., Keating v. FER C , 927 F. 2d 616, 622 (CADC 1991) 
(federal review inappropriate because a decision to grant or deny 
§401 certification “presumably turns on questions of substantive 
state environmental law—an area that Congress expressly intended 
to reserve to the states and concerning which federal agencies have 
little competence”); Department of Interior v. FERC, 952 F. 2d, at 
548; United States v. Marathon Development Corp., 867 F. 2d 96, 
102 (CA1 1989); Proffitt v. Rohm & Haas, 850 F. 2d 1007, 1009 
(CA3 1988). FERC has taken a similar position. See Town of 
Summersville, 60 FERC <261,291, p. 61,990 (1992) (“[S]ince pursuant 
to Section 401(d) . . .  all of the conditions in the water quality 
certification must become conditions in the license, review of the 
appropriateness of the conditions is within the purview of state 
courts and not the Commission. The only alternatives available to 
the Commission are either to issue a license with the conditions 
included or to deny” the application altogether); accord Central 
Maine Power Co., 52 FERC <061,033, pp. 61,172-61,173 (1990).

FERC  license would contain the same conditions as the 
State §401 certification.” Ante, at 21.

The Court’s observations simply miss the point. Even  
if FERC  might have no objection to the stream  flow 
condition established by respondents in this case, such 
a happy coincidence will likely prove to be the exception, 
rather than the rule. In issuing licenses, FERC  must 
balance the Nation's power needs together with the need 
for energy conservation, irrigation, flood control, fish and 
wildlife protection, and recreation. 16 U. S. C. §797(e). 
State environmental agencies, by contrast, need only 
consider parochial environmental interests. Cf., e.g., 
Wash. Rev Code §90.54.010(2) (1992) (goal of S tate’s 
w ater policy is to “insure that waters of the state are  
protected and fully utilized for the greatest benefit to 
the people of the state of Washington”). As a result, it 
is likely th at conflicts will arise between a FERC- 
established stream  flow level and a state-imposed level.

Moreover, the Court ignores the fact that its decision 
nullifies the congressionally m andated process for 
resolving such state-federal disputes when they develop. 
Section 100X1) of the FPA, 16 U. S. C. §8030X 1), which 
was added as part of the Electric Consumers Protection 
Act of 1986 (ECPA), 100 Stat. 1244, provides that every 
FER C  license m ust include conditions to “protect, 
mitigate damag[e] to, and enhance” fish and wildlife, 
including “related spawning grounds and habitat,” and 
that such conditions “shall be based on recommenda­
tions” received from various agencies, including state  
fish and wildlife agencies. If FERC believes that a 
recommendation from a state agency is inconsistent with 
the FPA^—th at is, inconsistent with what FERC views as 
the proper balance between the Nation’s power needs 
and environmental concerns— it must “attem pt to resolve 
any such inconsistency, giving due weight to the recom­
mendations, expertise, and statutory responsibilities” of 
the state agency. §803(j)(2). If, after such an attem pt, 
FERC “does not adopt in whole or in part a recommen­
dation of any [state] agency,” it must publish its reasons 
for rejecting th at recommendation. Ibid. After today’s 
decision, these procedures are a dead letter with regard 
to stream  flow levels, because a State’s “recommenda­
tion” concerning stream flow “shall” be included in the 
license when it is imposed as a condition under §401(d).

More fundamentally, the 1986 amendments to the FPA  
simply make no sense in the stream flow context if, in 
fact, the States already possessed the authority to 
establish minimum stream  flow levels under §401(d) of 
the CWA, which was enacted years before those amend­
ments. Through the ECPA, Congress strengthened the 
role of the States in establishing FERC conditions, but 
it did not make th at authority paramount. Indeed, 
although Congress could have vested in the States the 
final authority to set stream flow conditions, it instead 
left that authority with FERC. See California v. FE R C  
495 U. S., a t 499. As the Ninth Circuit observed in the 
course of rejecting California’s effort to give California 
v FE R C  a narrow reading, “(t]here would be no point in 
Congress requiring [FERC] to consider the state agency 
recommendations on environmental m atters and make 
its own decisions about which to accept, if the state  
agencies had the power to impose the requirements 
themselves.” Sayles Hydro Associates v. M aughan, 985  
F. 2d 451, 456  (1993).

Given the connection between §401 and federal 
hydroelectric licensing, it is remarkable that the Court 
does not at least attem pt to fit its interpretation of §401



The United States LAW WEEK 62 LW 4 4 1 9

into the larger statutory framework governing the  
licensing process. At the very least, the significant 
impact the Court’s ruling is likely to have on th at 
process should compel the Court to undertake a closer 
examination of §401 to ensure th at the result it reaches 
was mandated by Congress.

IV
Because the Court today fundamentally alters the 

federal-state balance Congress carefully crafted in the 
FPA, and because such a result is neither mandated nor 
supported by the text of §401, I respectfully dissent.

HOWARD E. SHAPIRO, Washington, D.C. (MICHAEL A. 
SWIGER, GARY D. BACHMAN, VAN NESS, FELDMAN & 
CURTIS P.C., ALBERT R. MALANCA, KENNETH G. 
KIEFFER, GORDON, THOMAS, HONEYWELL, MALANCA, 
PETERSON & DAHEIM, WILLIAM J. BARKER, Takoma, Wash. 
City Atty., and MARK L. BUBENIK, on the briefs) for petitioners; 
CHRISTINE O. GREGOIRE, Washington Attorney General (JAY  
J. MANNING, Sr. Asst. Atty. Gen., and WILLIAM C. FRYMIRE, 
Asst. Atty. Gen., on the briefs) for respondent; LAWRENCE G. 
WALLACE, Deputy Solicitor General (DREW S. DAYS III, Sol. 
Gen., LOIS J. SCHIFFER, Acting Asst. Atty. Gen., JAMES A. 
FELDMAN, Asst, to Sol. Gen., and ANNE S. ALMY and ALBERT 
M. FERLO JR., Dept, of Justice attys., on the briefs) for U.S. as 
amicus curiae supporting affirmance.
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FISH BITES
• September 16 was the cutoff 

date for public comments on a proposed 
interim rule that would release certain 
activities such as fishery harvest, hatch­
ery management, habitat restoration, 
and research from the Endangered Spe­
cies Act "take" regulations on coho sal­
mon in southern Oregon and northern 
California if the National Marine Fisher­
ies Service (NMFS) agreed the activities 
were regulated consistently with the 
Oregon Coastal Salmon Restoration Ini­
tiative. An interim rule that aims to pro­
tect threatened coho salmon stocks dur­
ing establishment of a final rule by NMFS 
went into effect 18 August. At press 
time, the agency planned to reconsider 
and possibly amend the rule after the 
comment period closed. For information 
call Garth Griffin, 503/231-2005.

1 Three recent studies conclude that
natural diversity bv itself does not en­
sure healthy ecosystems. Scientists who 
studied ecological diversity in California 
Sweden, and Minnesota found that it 
"often had little bearing on the perfor
mance of ecosystems— at least as mea- | 
sufedTby the growth and health of na­
tive plants," according to an article in , 
The Washington Post. Oddly, the studies/ 
found that ecosystems with the broadest

| biological diversity were often the weak­
est in productivity and nutrient cycling. 
However, scientists agreed that in areas 
with the greatest species diversity such 

Sas rainforests broad species variation 
I seems to be critical to the ecosystem's 
Vadaptability to environmental changes^

• At press time, leaders involved in 
the politics of salmon management were 
arriving in Seattle, Washington, for the 
13 September Salmon Homecoming For­
um to discuss U.S.-Canadian negotiations 
of the Pacific Salmon Treaty and other 
related issues. For information on mate­
rials emerging from the meeting, call For 
the Sake of the Salmon, 503/650-5447.

• Obtaining information about recre- 
ational-fishing-trip-related expenses, 
satisfaction, viewing sites, and attitudes 
toward resource management is among 
a new set of recommendations for the 
Atlantic Coastal Cooperative Statistics 
Program socioeconomic data collection 
program that is being proposed by the 
Committee on Economics and Social 
Sciences, Atlantic States Marine Fisher­
ies Commission. Under the recommen­
dations, separate socioeconomic data 
collection programs will be developed 
for commercial and recreational fisher­
ies. The new programs aim to integrate

human elements into fisheries manage­
ment. For information contact Bob Beal, 
202/289-6400, ext. 332.

• Tunas, sharks, and swordfish may 
be managed under a single fishery man­
agement plan, although billfish would 
continue to have its own management 
system, according to the National 
Marine Fisheries Service. The agency 
has until 11 October to alter all fisheries 
management plans to comply with stan­
dards outlined in the Sustainable Fish­
eries Act regarding overfishing, rebuild­
ing stocks, and reducing bycatch.

• A report to Congress regarding 
ecosystem approaches to marine fish­
eries conservation will be completed by 
October 1998. A National Marine Fish­
eries Service's Ecosystem Principles Ad­
visory Panel, a group of 20 experts, will 
examine how marine ecosystem research 
is conducted and advise the agency 
regarding how such findings "can and 
should be used to improve marine fish­
eries management," according to the 
National Center for Marine Conserva­
tion, which serves on the panel. )-«#►

MEM BERS: Submit Fisheries News 
items to Kristin Merriman-Clarke, 301/897- 
8616, ext. 220, kclarke@fisheries.org.

FHAT1
Fisheries Hydroacoustic 
Assessment Techniques

October 20 - 24,1997 
January 19 -23,1998

DTSP
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System Processing

October 27 - 28,1997 
January 26 - 27,1998
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Join Us!! B B 1KBioSomcs
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Fisheries Acoustics since 1978

Focusing on theory, techniques and application of 
hydroacoustics

Courses designed for beginners or experienced users

Now Offering Digital Processing Courses

For more information or 
registration please contact 
us by phone, fax or e-mail

BioSonics, Inc.
4027 Leary W ay NW  

Seattle, W A  98107

Phone: 206-782-2211 F a x : 206 -782-2244  
e-m ail: bio@BioSonicsInc.com
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Essays

Biodiversity and Ecological Redundancy

BRIAN H. WAIXLK
CSIRO
Division of Wildlife and tcology 
P.O. Box 84 
Lyncham, A.CT. 2602 
Australia

Abstract: This paper addresses the problem  o f which biota to 
choose to best satisfy the conservation goals fa r a particular 
region in the face o f inadequate resources Biodiversity is 
taken to be the integration o f biological variability across 
all scales, from  the genetiq through species and ecosystems, 
to landscapes Conserving biodiversity is a daunting task, 
and the paper asserts that focusing on species is not the best 
approach. The best way to m inim ize species loss Is lo m ain­
tain the integrity o f ecosystem function. The important ques­
tions therefore concern the kinds o f biodiversity that are sig­
nificant to ecosystem functioning To best focus our efforts 
we need to establish how much (o r bow little) redundancy 
there is In the biological composition o f ecosystems An ap­
proach Is suggested, based on the use o f functional groups o f 
organisms defined according lo ecosystem processes Func­
tional groups with little or no redundancy warrant priority 
conservation effort. Com plem entary species-based ap­
proaches fo r m axim izing the inclusion o f biodiversity 
within a set o f conservation areas are comjtared lo Use fu n c­
tional-group approach

Preface

This paper presents a functional approach to analyzing 
biological diversity, in the belief that this approach pro­
vides a more effective means o f minimizing the decline 
in biodiversity brought about by human disturbance. Its 
take-home message is this: If scientists arc to  contribute 
usefully to the inevitable increase in management and 
political decisions relating to biodiversity, they need to

Paper submitted December 17, 1990, revised manuscript accepted 
April 19. 1991.
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Resumen: Este articulo trata el problem a de que blata elegir 
a los efectos de m axim izar los objetivos de conservación 
para una región particular cuando se hace frente a recursos 
inadecuados La biotiiversidad es considerada como la inte­
gración de variabilidad biológica a lo largo de lodos las 
escalas, desde genética pasando por especies y  ecosistemas, 
basta paisajes La conservación de la diversidad es una em ­
presa Inttmidatoria, y el articulo afirm a que el enfocque a 
nivel de especies no es el camino correcta La mejor form a de 
m inim izar la pérdida de especies es m antener la Integridad 
de la función del ecosistema Por lo tanta las preguntas 
importantes están relacionadas con los tipos de biodiver- 
sidad que son significativos para el funcionam iento de los 
ecosistemas Para enfocar mejor nuestros esfuerzos necesita­
mos establecer cuanta redundancia hay en la composición 
biológica del ecosistema Se sugiere un método para resolver 
el problem a basado en el uso de grupos funcionales de or­
ganismos, definidos de acuerdo a procesos ecosistémicos Los 
grupos funcionales con poca o nula redundancia justifican 
un esfuerzo de conservación prioritaria Métodos com ple­
mentarios basados en especies, para m axim izar la inclu­
sión de biodiversidad dentro de una colección de áreas de 
conservación son comparados con el método de grupos fu n ­
cionales

address the issue o f functional diversity and ecological 
redundancy In community composition. To do this re* 
quires development of a functional approach to describ­
ing biological composition, rather than sole reliance cm 
the conventional taxonomic approach. Adherence to a 
policy that places equal emphasis on every species is 
ecologically unsound and tactically unachievable.

Introduction
The developing concern about human impact on the 
globe lias focused attention on the issue o f biodiversity 
and pushed It into prominence on many agendas. It is 
reflected in a number o f new developments, such as the
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j $  IIK'.N international convention on biodiversity and the
j  | | l most recent programs adopted by the Scientific Com-
\ f  m ittcc on Problems o f the Environment and the Inter*

\. national Union o f Biological Sciences, to name just a
V  few. It will be a major agenda item for the 1992 United 

Nations Conference on Environment and Development.
| Unfortunately, the rhetoric surrounding the debate is
V often confusing and superficial and could divert policies 

• | and activities into directions where desired goals won’t
! V  be achieved. There are various interpretations of what is 
j meant by "biodiversity," and its constant use and misuse

I P  in the media has induced a negative reaction to the term 
11 in some sections o f the scientific community, leading to

i  it* rejection as a serious scientific topic. The popular- 
g| |||| ization o f declining biodiversity has unfortunately put it 
;  M in the category of a "flavor-of-thc-month” issue when in 

fact it is a serious and difficult problem that deserves 
i  ' long-term scientific consideration, 
j  2 Decline In biodiversity includes all those changes that

'% i have to do with reducing or simplifying biological het-
T . crogcncity, from individuals to regions. Included arc

Î sucli phenomena as phenotypic plasticity; genetic vari- 
i ability within a population (allowing for a wide range of

*  $  genotypic responses to  environm ental conditions); 
1 : 5 "  ccotypic variation (genetic variability between popuia-
I  V> tions within a species); species richness (th e  number of
1 species in a comm unity); species (alpha) diversity (in*

votving both the number o f species and the relative 
' ; numbers o f individuals per species ); functional diversity

(th e  relative abundances o f functionally different kinds 
o f organisms); gradient (b e ta ) diversity, which extends 
to diversity resulting from spéciation o f ecological 
equivalents (gamma or delta diversity—see  Cowling el 
al. 1989); community diversity (the number, sizes, and 
spatial distribution o f communities, sometimes referred 
to as patchiness); and even the diversity o f the scales of 

J  patchiness (landscape diversity). Taken together, "eco-
| logical com plexity" Is a better term for alt tiicse aspects
>. of biological heterogeneity.
,• A decline in any o f these represents simplification and

therefore loss o f "biodiversity." The question we need 
jj to answer is "So what?"
\ * divide the reasons for maintaining biodiversity into
•1 I  two categories: ecological and "others." Norton (  1988)
* puts these "other” concerns into three categories of val-

i ucs— commodity, amenity, and moral. I exclude here
J 8 ic  moral or ethical arguments, not because they are
! unimportant, but because they arc nonscicntific. There
if are gray areas In all such distinctions, and arguments in
; favor of conserving pandas or koalas generally involve a
• ; mixture o f moral concerns and scientific awareness of
! r,|i genetic uniqueness and rarity (to  which I will return
j , later). I am referring here to the genuinely moral argu-
f  \S ments—which nevertheless are usually associated with
*4 if** “charism atic m egavertebrates" rather than fungi or •

nematodes. The ethical implications of species loss is an

Modnvrsil) Jt:,i holo^kd Redundancy IV

important topic, but for a different essay. The amenity 
issues arc generally rather vague, except for specific 
examples where values are attached to particular spe­
cies. The commodity issues mostly seem to relate to 
future possible benefits from as-yct-unknown specific 
pharmacological properties, etc. Such issues can be 
groujicd under the heading of option foreclosure; anti 
while no one would argue against it, it is difficult to 
attach levels o f probability and potential benefits in the 
absence o f appropriate information.

Hie major reasons advanced for concerns about b io­
diversity are ecological. Each o f the various aspects of 
ecological complexity dcscrilxxi above, has been impli­
cated to a greater or lesser degree in the ways in which 
ecosystems and communities function and (in  particu­
lar ) persist. Initially, there was uncritical acceptance of 
an assumed positive relationship between species rich 
ness and "stability,” but this was brought Into question 
by May (1 9 7 2 )  and others, and the focus switched to 
the kinds o f diversity Based on both theoretical and 
empirical evidence it seems that it is diversity at the 
community level (patchiness), if anything, that is impor­
tant in long-term stability. Nevertheless, it is species 
richness that is most commonly invoked In concerns 
about biodiversity, and the approach to the problem 
usually involves devising means (including political and 
legal) to prevent decline in biodiversity, in itself this is 
perfectly reasonable. From a conservation viewpoint ef­
forts to prevent the loss of any species arc laudable. 
However, the survival o f particular target (favored) spe­
cies can usually be assured by correct habitat manage­
ment, control o f exploitation, or both. This is not to say 
that correct habitat management is simple, and it should 
not be dismissed in a facile way. Its most difficult aspect 
is probably dealing with habitat or landscape fragmen­
tation and its consequent denial o f access to refugia at 
critical times (w hich reflects the importance of changes 
in landscape diversity). Resolving the overall problem of 
decline in biodiversity requires more than focusing on 
particular cases o f species conservation. It requires un­
derstanding the relations between biodiversity and cco  
system function and applying this understanding

Biodiversity and Ecosystem Function ■.«*■■■

Given that the objective is to minimize reduction in 
biodiversity (including the loss o f species ),fye , impor­
tant questions in this debate concern the kikds o f bio-T 
diversity that are most significant to the ¿stays'ecosys­
tems function, because this is how to bde* focus our^ 
conservation efforts. Which kinds, and what amounts, of 
biological simplification lead most readilyrto]significant 
or irreversible changes in the inherent structure and 
function o f an ecosystem (i.e., to an unsustainable de­
cline in its resilience)? Put another way, which aspects

Conservation Biology 
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of diversity, and which kinds of species, are most Im­
portant to ecosystem function?

Ecologically, all species arc not created equal. At one 
extreme, some are determinants, or “drivers," of the 
ecosystem of which they form a part. At (he other ex­
treme are those that are "passengers ” Removing the 
former causes a cascade effect, but loss of the passengers 
leads to little change in the rest ol the ecosystem. Ap­
parent passengers, at one time scale, may of course turn 
out to be infrequent determinants, and this distinction 
needs to be treated carefully. It raises the major legiti­
mate argument against classifying species in terms of 
their contribution to ecosystem function. Nevertheless, 
attempting to deal with each species individually be­
comes impossible—consider, for example, just the num­
ber of invertebrate species in a hectare of tropical rain 
forest. Provided we deliberately and iteratively reexam­
ine die guild composition, due advantages of a functional 
approach argue in its favor. This does not mean that we 
should ignore what we know about particular “key­
stone" or otherwise important species, but rather (tut 
we should include this knowledge in a more systematic 
and diorough analysis of ecosystem function.

Putting the problem another way, we need to ask how 
much, or radicr, how little, redundancy there is in the 
biological composition of ecosystems. This question is 
at the heart of ecological science—the relations be­
tween structure and function of ecological communi­
ties—and as such should excite anyone who is inter­
ested in ecology.

Without knowing anything about ecological redun­
dancy, how can we value a decline in biological diver­
sity?

Contrast, for example, an ecosystem where a single, 
wide-ranging ant predator is prominent, with (lie situa­
tion involving die southeastern Australian jack-jumper 
ants (nominally Myrmecta p itosu ta ), which were 
thought until recently to constitute such a species. “Af. 
ptluuita" is now known to include at least five sibling 
southeastern taxonomic species. They differ dramati­
cally in cliromosome numbers, but only slightly in mor­
phology (Imai ct al. 1988). Their collective distribution 
in suiuble habitats runs from the Blue Mountains to 
Tasmania and parts of southern South Australia, and sev­
eral species are very widespread. In some places only 
one species is found, but in others up to three may be 
sympatrically associated. None occupy the whole area, 
but the three most common species together cover vir­
tually the full geographical range of the group (R. W. 
Taylor, personal communication). There are no appar­
ent ecological distinctions between these entities, so 
that, although they arc rcproductively distinct gene 
pools, and clearly “good" species, they constitute in ef­
fect a single functional ecological unit. Although it is of 
great scientific interest to understand the nature and 
evolutionary history of their diversity, few would dis­

pute (hat according all of these species the same priority 
(and therefore conservation effort and expenditure) as 
the single-species predator might be misdirected, under 
some circumstances.

Regrettable as it might be, it is most likely that global 
biodiversity concerns will ultimately reduce to a cost- 
benefit analysis. Without a knowledge of redundancy, or 
more broadly, the relationships between levels of bio­
diversity and ecosystem function, we cannot estimate 
either the costs or the benefits.

One adverse but absurd response to this assertion is 
that acknowledging that the loss of some species may 
not be as ecologically critical as die loss of some others 
is tantamount to advocating their removal. Critics in­
voke Erhlich and Erhlich's (1 9 8 1 ) fable about rivet pop­
pers on an aeroplane. What I am suggesting in no way 
supports any actions or policies that deliberately lead to 
a decline in biodiversity. What I do advocate is tliat the 
best way to succeed in our efforts to reduce the decline 
in biodiversity is to focus initial attention on the aspects 
of biodiversity that arc critical for maintaining the resil­
ience of the ecosystems concerned. Resilience In this 
context is taken to be the capacity of the ecosystem to 
mainuln its characteristic patterns and rates of pro­
cesses (such as primary productivity, allocation of pho- 
tosynthatc, surface hydrology, energy exchange, nutri­
ent cycling, hcrblvory, e tc .)  in response to the 
variability inherent in its climatic regime. By maintain­
ing the integrity of ecosystem function we minimize the 
chances of losing the many species we have not yet 
described and those of whose very existence we arc as 
yet unaware.

If we consider the case of a decline In numbers of 
individuals within a species, (he analogous issue is pop­
ulation viability analysis: What arc the required condi­
tions, and what is the critical number of interacting in­
dividuals, to maintain a population? Or, in a more 
general sense, what is the relationship between density 
and population viability, and what determines it? The 
problem involves both longer-term (c.g., genetic vari­
ability loss) and more Immediate processes (effects of 
extreme events, density-dependent effects of competi­
tion, minimum breeding levels, dispersal and rcinvaslon 
rates, and so forth). At the multispccies level, the same 
issues remain a concern, but perhaps more important 
arc the issues relating to species interactions and the 
ecosystem processes described above.

A Suggested Approach

How do we address the problem?
As implied earlier, a necessary step In analyzing the 

functional relationships between biological diversity 
and persistence in an ecosystem is to get away from a 
purely species-centered view of biodiversity, and to

consider It instead in terms of functionally different 
kinds of organisms, ’llic appropriate basis for defining 
the species functional types (guilds) is die way the biota 
regulates ecosystem processes. Defining them jn this 
way focuses attention on the processes that maintain 
ecosystem and community function, and on how 
changes in the relative or absolute abundances of the 
functional groups concerned, and in their patterns of 
distribution, will influence these processes.

Step one, therefore, is an iterative procedure involv­
ing analyses of ecosystem function (identifying the rate- 
limiting or otherwise relatively important processes in 
die system of concern) coupled to the development of 
appropriate corresponding functional classifications of 
the biota, through guild analyses of one sort or another. 
The objective should be to try to further subdivide the 
species in a guild on die basis of nontrivial functional 
attributes (nontrivial in the sense that they arc related 
to limiting or dominant ecosystem processes for dial 
ecosystem). If this cannot be done and there are still 
several different species in the group, then on die basis 
of current knowledge, there Is some ecological redun­
dancy within the gudd concerned. An obvious problem 
in this regard is the dine scale on which function is 
considered. The separate significance of a particular spe­
cies may only become apparent under particular envi­
ronmental conditions, and such lime-dependent, epi­
sodic features of guild analysis constitute a difficulty that 
must be considered from die perspective of long-term 
ecosystem function.

Step two is to determine the number of species within 
each guild. Ihosc represented by only a few or even a 
single species are clearly unable to withstand any loss of 
species and constitute an obvious, immediate conserva­
tion focus.

Step three is to further examine the interactions 
among the species in each guild. Complete functional 
redundancy only occurs if, following the removal of one 
species, tliere is density compensation among the re­
maining species. A complicating factor is that the differ­
ent species in a guild, while all performing the same 
function, may respond differently to different environ­
mental conditions. Widuhecomplcte set of species, net 
guild abundance (or function) may remain-relatively 
constant under a fluctuating environment, loss of some 
species may well lead to an increase in abundance of 
others (Lc., density compensation occurs), but because 
the diversity of response to environmental conditions 
has been reduced, net guild abundance may then fluc­
tuate more In response to environmental fluctuations. 
Once again, in the absence of adequate information, we 
need to adopt a successive approximation approach 
based on what we do know.

The fina) step is to consider the relative importance of 
the functional groups (the analogue to the question 
alKJut s|>ccies importance). The logical progression in

ecological studies, from structure to function and then 
to the relations between them, indicates that the ap­
proach to this step is to examine how à change in abun­
dance of a functional group directly affects ecosystem 
and community processes, and how such a change in­
fluences the mil effect of the biota (through changes in 
the timing and overall rates of predation, dispersal, her-, 
bivory, decomposition, nutrient retention and uptake, 
biomass accumulation, etc.). In other words, all the is­
sues involved in ecological stability analysis are consid­
ered, but using functional groups instead of taxonomic 
species. Achieving diis step involves-developing con­
ceptual and analytical models using a combination of 
existing knowledge (see step one atiovc) and a range of 
experiments specifically designed to examine these re­
lations. It is a fruitful area for experimental ecologists 
and will most likely involve reciprocal experiments in 
which, on the one hand, functional groups are removed 
from an ecosystem and the effects on function are mea­
sured, and on the other, function is altered (changes in 
nutrient cycling hydrological regime, etc.) and changes 
in functional group abundance or performance are mea­
sured. Functional groups considered (on the basis of 
present knowledge) to be the major drivers of the sys­
tem warrant initial attention in this approach.

Complementary Species-based Approaches

Given the complexities of defining and establishing 
functional groups, particularly the extent of lumping or 
splitting there is a danger that (as one reviewer of an 
early draft put it) we may replace one taxonomic ap­
proach with another, more confusing one. However, as 
indicated earlier, I do not advocate a complete switch. 
Too often in the development of ecology there has been 
a swing from one extreme to another (the “association" 
vs. die “continuum.“ equilibrium vs. disequilibrium, 
etc.) with thé eventual realization that both approaches 
were valid and that the extent to which each was im­
portant depended on the nature of the system. No 
doubt, in the ensuing debate on how to maintain biodi­
versity, die use of both species and functional groups 
will turn out to lie appropriate, at different scales.

One species-based approach, which perhaps best 
complements the functional approach, is concerned 
With weighting species (or oilier taxa) according to 
their taxonomic distinctness, and in this way identifying 
priority choices for conserving biodiversity. The ap­
proach has so far been most comprehensively dealt with 
be Vane-Wright and colleagues (Vane-Wright ct al. 
1991) and is encapsulated in May’s (1990) account of 
the problem. The approach involves deriving some mea­
sure of taxonomic distinctness based on the topology of 
a hierarchical taxonomic classification. Using these 
weightings, Vane-Wright and colleagues have shown
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how the priority order for the minimum set of reserve 
areas needed to conserve the biodiversity in a particular 
taxonomic group differs markedly from the set derived 
by giving all species equal weight. May ( »990) lias in­
dicated that the method used to derive the weightings 
needs further work, and Faith (in press) has developed 
a measure of phylogenetic diversity that resolves some 
of the difficulties. The significance of the measure in the 
context of this paper is that the value of a species is 
based on its contribution to overall feature diversity. 
Functional groups arc also characterized by their differ­
ent features, so tliat similar measures of feature diversity 
may be useful in placing relative importance values 
(functional as opposed to phylogenetic importance) on 
different functional groups.

The main difference between the functional group 
approach 1 have suggested and the taxonom ic­
distinctness approach of Vane-Wright et al. has to do 
with the scale of concern. Taxonomic distinctness is a 
valuable tool for helping to choose among many differ­
ent areas to ensure that maximum biodiversity b  in­
cluded (for example, in a reserve network). The func­
tional group approach focuses attention on which 
species arc of major concern In managing, or identifying 
appropriate boundaries for, a particular area or region to 
minimize the toss of biodiversity. The two are therefore 
complementary In devising an overall conservation 
strategy.

Conclusion

In future political and economic tradeoffs that will de­
cide how much nations arc prepared to pay to maintain 
biodiversity (in terms of foregone production or direct 
restoration costs), ethical and commodity arguments 
will certainly play a role, but the weight of evidence will 
most likely come from the ecological side. The worri­
some cost of decline in biodiversity, particularly to pol­
iticians who may be held accountable, is the threat of a 
collapse in the "stability" of ecosystems (whatever that 
means). Thb threat, however, will become progres­
sively less an Issue as the passage of time reveals scien- 
lists' inability to demonstrate it.

There will always be highly motivated conservation 
organizations that collectively take on the plight of 
some hundreds or even thousands of visible, identified 
species, but thb b an immeasurably small part of the 
problem. If these species act as "umbrella" species, and 
enhancing them unwittingly helps the plight of others, 
then the efforts of such organizations are positively mag­
nified. Such claims, however, arc statements of faith and 
there b  generally no effort to consider whether the ac­
tions taken to promote the welfare of elephants or le­
murs, for example, are liaving a positive or negative 
effect on the welfare of loosely connected species, such

Walker

as butterflies or soil-surface lichens. Identifying these 
focal species in the context of a functional analysb will 
permit an evaluation of their umbrella role and will also 
highlight appropriate (and inappropriate) conservation 
activities. ••

Five categories of species have been, and arc, used to 
justify special conservation effort (Noss 1990). In sum­
mary they can be labeled as ecological indicator, key­
stone, umbrella, flagship (charismatic), and vulnerable 
species. If a strategy to cnluncc one or more such spe­
cies turns out to have an overall negative effect on the 
viability of many other species In the ecosystem, then 
the arguments in favor of such a strategy obviously need 
to be questioned. Although many reserves were origi­
nally established around focal species and some arc still 
intentionally managed to conserve just those species, 
conservation organizations responsible for managing an 
area generally avoid such a stance, and their actions 
constitute a genuine effort to enhance the welfare of all 
species. They arc, unfortunately, confronted with tire 
problem of not knowing enough about all these species 
to be confident of achieving their objective. Oianging 
the focus from particular species to functional groups, 
and coupling thb with an analysb of ecological redun­
dancy, particularly in those functional groups that arc 
on the "driver" side of the continuum, is a good start to 
improving tltc situation.

In terms of an overall approach to conserving biodi­
versity we need to resolve two issues: (1 )  how to 
ettoose the optimal set of bits of a region or of the world 
to maximize the biodiversity they Include, and (2)t»ow 
to manage any area or region to ensure the long-term 
persistence of all its biota (Including species we don’t 
yet know exist). The functional group approach ad­
dresses the latter issue.

Wltai 1 have suggested here dearly raises more prob­
lems titan it solves. But this is largely due to its stage of 
development. Thus far, the Idea of functional groups has 
been restricted to very general or global classifications. 
Functional aspects of biodiversity have been discussed 
in general terms (c.g., Noss 1990), but die notion of 
functional groups lias yet to be applied in a detailed way 
to particular ecosystems. Given the disappointing prog­
ress in achieving programs using individual species ap­
proaches to biodiversity, the analysb of ecological re­
dundancy deserves serious attention.
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Some F acto rs  Affecting a H atchery-Sustained Kokanee 
Population in a Fluctuating C olorado R eservoir
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Colorado Division o f  Wildlife, Wildlife Research Center 
317 West Prospect, Fort Collins, Colorado 80526, USA

Abstract.— The population o f kokanees Oncorhynchus nerka in Lake Granby, Colorado, is ex­
pected to satisfy the competing demands of providing summer harvest for anglers, kokanee eggs 
for restocking, and prey for trophy lake trout Salvelinus namaycush. In the late 1970s, declines in 
numbers o f kokanees harvested and kokanee eggs collected prompted investigations of the influ­
ences of stocking rates, reservoir fluctuations, competition with Mysis relicta, and lake trout pre­
dation. The kokanee population has been maintained mainly by annual stocking of fry (S 3 0  mm 
total length, TL) since 1951, When maturing .spawners exceeded 367 mm TL, more than 50%  of 
them were harvested in the summer recreational fishery, which reduced the number of kokanees 
in some fall spawning runs. However, when maturing year-classes were composed mainly o f smaller 
kokanees, proportionately fewer were harvested, and the number of maturing kokanees entering 
the spawning run increased. Despite a trend of increased stocking from 1951 to 1978, mean kokanee 
spawner length varied inversely with the reservoir’s water volume. In years of low reservoir volume, 
water temperatures were warmer. This facilitated Daphnia population development, which en­
hanced survival and growth of stocked kokanees. The colder water temperatures of high reservoir 
volumes were associated with later appearance of Daphnia, reduced kokanee recruitment, and 
smaller kokanees. Kokanee overstocking in the late 1970s resulted in stunting during the 1980s 
and shifted the predominant age of spawners from age 3 to age 4. Overpopulation also diminished 
angler perception of fishery quality and eliminated Daphnia pulex, the kokanees’ primary food 
supply. The inverse relationship between reservoir volume and mean kokanee size has persisted 
despite M. relicta predation on Daphnia and lake trout predation on kokanees, which suggests that 
thermal and productivity trends in the reservoir will continue to exert a regulatory role in kokanee 
population dynamics.

Kokanees Oncorhynchus nerka represent a ma­
jor fishery resource in the western USA and Can­
ada (Wydoski and Bennett 1981; Riernan and My­
ers 1992). The species is especially well suited to 
life in fluctuating mountain reservoirs because the 
majority of its life is spent in pelagic environments 
where crustacean zooplankters, principally Daph­
nia spp., make up the bulk of its diet (Finnell and 
Reed 1969; Klein 1979). Although introduced ko­
kanees often develop self-sustaining populations 
(Wydoski and Bennett 1981), many populations 
are augmented (Riernan and Myers 1992) or main­
tained entirely by stocking.

In Lake Granby, Colorado, kokanee reproduc­
tion appears limited by cold water temperature (for 
stream spawners) or by lack of suitable substrate 
(for shoreline spawners). Finnell (1959) docu­
mented that both naturally and artificially depos­
ited kokanee eggs in Lake Granby inlet streams 
failed to hatch. This was attributed to stream tem­
peratures less than 3.3°C, which is below the range 
of suitable temperatures reported by Combs 
(1965). Many kokanees collected from Lake Gran­
by in winter retain eggs well after deterioration of 
their bodies has progressed, which suggests that

substrates suitable for egg deposition are lacking. 
Furthermore, examination of nearly 4 ,000  koka­
nees for tetracycline marks in 1981-1986  revealed 
that 97%  were stocked, which demonstrated that 
the population was not self-sustaining (Martinez 
and Wiltzius 1991).

Kokanees in Lake Granby historically supported 
one of Colorado’s best reservoir fisheries, and have 
been the state’s most reliable Source for kokanee 
eggs, which are used to meet in-state and out-of- 
state stocking needs. In the late 1970s, declines in 
the numbers of kokanees harvested and kokanee 
eggs collected prompted further study of kokanee 
ecology and population dynamics in the reservoir 
(Martinez and Bergersen 1991). The establishment 
of Mysis relicta in the 1970s, reservoir storage 
trends, kokanee stocking manipulations, and an 
emphasis on a trophy lake trout Salvelinus nam­
aycush fishery in the late 1980s have been impli­
cated as major factors influencing the kokanee 
population. In this paper, wc chronicle the history 
of kokanee management in Lake Granby and eval­
uate relationships between kokanee population 
characteristics, reservoir water level, and the es­
tablishment of lake trout and M. i dicta.
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Methods

Data used in our analyses included annual his­
torical records of kokanee mean spawner length, 
stocking rates, eggs collected, and reservoir vol­
ume. Sporadic creel survey, kokanee spawner enu­
meration, water temperature, and crustacean zoo­
plankton data were also used. These data did not 
allow testing of the relative importance among fac­
tors; rather, our analyses provide information and 
insight about the influences of each factor.

Lake Granby covers 2 ,938 ha at a maximum 
elevation of 2,524 m above sea level. It was con­
structed in 1949 primarily for irrigation; therefore, 
it is subject to large seasonal water level fluctua­
tions (Martinez and Bergersen 1991). End-of- 
month records of reservoir water volume, obtained 
from the U.S. Bureau of Reclamation, were ex­
pressed as a percent of maximum reservoir vol­
ume. These data were regressed with mean ko­
kanee spawner lengths and water temperatures. 
Water temperature data were obtained from Nelson 
(1971), Nelson (1982), Martinez (1986), Martinez 
and Bergersen (1991), and W. C. Lee (Colorado 
Cooperative Fish and Wildlife Research Unit, un­
published data).

Kokanees were introduced in Lake Granby in 
1951 (Moore 1953) and have been stocked an­
nually. Since 1954, kokanees have been Stocked 
in the Colorado River at the location where ko­
kanee eggs are collected (0 .6 -1 .2  km upstream of 
the reservoir, depending on the water level) to en­
sure that young kokanees imprint and return to 
Supply eggs. Until the mid-1970s, small portions 
of the annual stocking were released at a few sites 
around the reservoir to provide a snagging fishery 
when the fish matured. Through 1980, annual ko­
kanee stocking consisted mainly of fry shorter than 
30 mm (all lengths are total length) that were re­
leased in May or early June. In 1981-1985 , ko­
kanee harvest and spawning-run returns were eval­
uated from four length-groups: 25, 40, 55, 160 mm 
(Martinez and Wiltzius 1991). Kokanees stocked 
since 1985 have been 3 5 -4 5  mm long.

Information on kokanee abundance and size was 
collected at the kokanee egg collection site on the 
Colorado River. Estimates of mean spawner length 
(in most years) and numbers of eggs collected have 
been recorded since 1954 and 1962, respectively. 
Kokanee numbers in annual spawning runs were 
estimated in 1975-1979 by using spawner sex ratios 
and body-egg relationships (Wiltzius, unpublished 
data) and in 1981-1986  by counting subsampleSk. 
of spawners. Feed-administered oxytetrncvcline

(OTC) was used to mark kokanees stocked in 1970 
and in 1981-1985 . Bone samples, usually verte­
brae from behind the head, were examined under 
ultraviolet light to fluoresce the OTC bands (Mar­
tinez and Wiltzius 1991). In 1992, kokanee spawn­
er ages were determined from otoliths as described 
by Parsons and Hubert (1988).

Creel surveys were performed in 1975-1979  
(Sealing and Bennett 1980) and 1981-1986  (Mar­
tinez and Wiltzius 1991) with a stratified random 
system of counting and interviewing (Neuhold and 
Lu 1957). Shore anglers and boat anglers were 
interviewed to determine hours fished and num­
bers, sizes, and species of fish caught. Estimates 
of angling effort and harvest were derived as de­
scribed by Powell (1975).

Crustacean zooplankton were collected with a 
Clarke-Bumpus metered plankton net (0.12-m m - 
aperture netting) and processed as described in 
Martinez and Bergersen (1991). The net was towed 
obliquely, and we present results for the depth 
range of 0-rl0 m, the zone of maximum crustacean 
zooplankton abundance (Martinez and Bergersen 
1991). Mean lengths (in millimeters) of Daphnia 
in collections made in July or August are presented 
because they represented the period of peak or 
near-peak Daphnia density in Lake Granby (Nel­
son 1971; Martinez and Bergersen 1991).

Results and Discussion 

Effects o f  Kokanee Stocking Rale

The annual kokanee stocking rate in Lake Gran­
by varied greatly from 1951 to 1992 (Figure la). 
KokaneefStocking increased from 0 .5 -0 .8  million 
in 1957-1968  to 1.1 million in 1969 due to con­
cerns that reduced numbers of kokanees surviving 
to maturity (Finnell 1970) resulted in relatively 
small egg-takes in 1966-1967  (Finnell 1968; Fig­
ure lb). The trend of stocking greater numbers 
peaked in 1 977-1978 , when nearly 2 million fry 
were stocked annually. These high stocking rates • 
were in response to the record low egg-take of 1.8 
million in 1976.

Mean lengths of kokanee spawners varied his­
torically between large and small sizes, but in 
1980-1986  they were as small as, or smaller than 
previously reported at Lake Granby (Figure 1c). 
In addition to being smaller in 1981-1984 , ko­
kanee spawners were numerous (Table 1), which 
contributed to large annual eggrtakes of 10 .2-16.3  
.million (Figure lb). Further, spawning runs dom- 
if itte d  b y  age-3 fish in the >1970$'shifted to age-4 
dominance in the 1980s and back to age-3 domi-
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Figure 1.— Historic Lake Granby, Colorado, kokanee, lake trout, and reservoir capacity data: (a) number of 
kokanees and lake trout stocked; (b) number of kokanee eggs collected; (c) mean kokanee spawner length (gaps 
indicate missing data); and (d) 30 November reservoir volume (expressed as a percent of maximum reservoir 
volume).

nance in 1992 (Table 2), following several years 
of reduced stocking (Figure la). These phenom­
ena, indicative of kokanee overabundance in the 
early 1980s, were apparently caused by the high 
stocking rates in 1977-1978 .

Kokanee overpopulation also influenced angler 
perception of fishery quality. Despite high catches 
in the early 1980s (Table 1), anglers were dissat­
isfied with the small size of the kokanees. Al­
though small kokanees continued to be harvested,
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Table 1.—Creel survey summary and estimates of kokanee numbers harvested, used for supplying egts  removed 
1986 l,1C P° PU a" ° n’ a" d mean kokanee length in the sport fishery and spawning run in Lake Granby, Colorado, 1975-

Year

1975(1976)
1976
1977(1978)
1978
1979
1981 (1982) 

.1982(1983)
1983
1984
1985
1986

Mean total
Total hours _________Number of kokanees (thousands) length (mm)

Duration 
of creel 
survey

of angling, 
effort 

1 (X 103)

Summer
reservoir
harvest

Used in 
egg-take 
operation ,

Fall
snagging
harvest

Removed
from

population

Sport
fishery'
creel

Fall
spawning 

run • /
1 Apr-31 Mar 227.6 68.9 48.8 39.1 , 156.8 312 3301 Apr-31 Dec 171.1 44.6 - 6.9 21.8 v 73.3 ■ 320 379
1 May-31 Jan 131.2 43.0 16.7 13.5 73.2 343 3991 Apr-31 Dec 150.8 23.2 - 7.4 , 4.1 ' 34.7 318 ■■■/ 3941 May-31 Dec 130.4 ' 20.8 . ■ ' ' 19.6 12.7 53.1 v '29§ 356
1 May-24 Jan 125 7 16.1 83.0 2 1.1 120.2 : 267 ■  3)2

17 May-14 Jan 141.2 39.1 79.4 55.0 173.5 9 1 259 30616 May-13 Nov 141.1 44:3 /  67.4 86.7 198.4 259 304114 May-25 Nov 135.0 24.2 100.0 49.0 173.2 , ì£ 79 1 1
13 May-24 Nov 137.1 J 15.7 • 65.7 : 13.9 95.3 244 ” 26912 May-28 Sep 99.0 - m o 28.5 8.5 42.0 234 K I  272 H

they did not enter the summer harvest in propor­
tion to their abundance. The percent of kokanees 
harvested during summer in 1975-1986  was pos­
itively related to mean spawner length (Figure 2). 
Mean spawner length is an index of kokanee length 
in the summer fishery (r  = 0.93, P < 0 .01 , N  ~  
11; Table 1). These relationships indicated that 
when kokanees were larger, a greater proportion 
of the maturing year-classes was harvested by an­
glers, which left proportionately fewer fish to ma­
ture and enter the spawning run. Conversely, when 
the maturing fraction of the population was small­
er-sized, as in the early 1980s, a smaller percentage 
was harvested by anglers, which resulted in pro­
portionately more kokanee reaching maturity. Ma­
turing year-classes represent the largest individu­
als in the population, and these fish contribute most 
to the annual harvest (Klein 1979; Rieman and 
Myers 1990).

During the 1980s, it appeared that kokanee pre­
dation was the major factor affecting epilimnetic 
D aphnia  populations (Martinez and Bergersen 
1991), rather than predation by M. relicta  as orig­
inally suspected by Sealing and Bennett (1980).

Martinez and Bergersen (1991) believed the ther­
mal refuge that prevented elimination of D aphnia  
galeata m endotae  by M. relicta  also provided ref­
uge for the larger D. pulex, reported by Finnell and 
Reed (1969) to be the preferred food of kokanees 
in Lake Granby. Consequently, intense selective 
predation by overabundant kokanees was deemed 
responsible for the suppression and virtual dis­
appearance of D. pu lex  throughout the 1980s. 
D aphnia pu lex  reappeared in Lake Granby in 1990 
(Table 3), and we believe this resulted from re­
duced predation by lesser numbers of kokanees in 
the reservoir. Additionally, mean size of daphnids 
in 1991-1992  was markedly larger than previously 
recorded and was strongly correlated with mean 
spawner size (r  = 0.94, P < 0 .01, N  =* 8), not 
reservoir volume (r = 0.17, P  >  0.1, = 8). These
findings-suggest that low kokanee numbers in the 
early 1990s. allowed D. pu lex  to recolonize and 
daphnids to grow to larger sizes.

Influence o f  Reservoir Volume

Comparison of mean kokanee spawner length 
with end-of-month reservoir volume revealed con'-/

. Table 2. Percent composition and mean total lengths (in parentheses) of age-classes in Lake Granby, Colorado 
fr° m tetracycline-marked fish in 1973 and 1986, and from examination of otoliths

Number 
of fish

Percent composition of spawning run (meaii total length, mm) at age:
Year examined -V:V2 ' ■/ 4 5 . Undetermined2
1973
1986
1992

93
‘̂ l'4>22

102

11.8 (307) 
0.7 (249>‘f  

11.8(378)^

85.0(315) I 
32,2 (254) 
76.4 (4Ò6)

. 59.1 (262) 
11.8 (434)

3.2(329)
4.7(32,0) 3,3(334)

* Undetermined ages were known to be greater than age 3 in 1973 and greater than age 5 in 1986.
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Figure 2.— Relation between angler harvest of kokanees and kokanee mean length in the spawning run, 1975— 
1986. Harvest percentages estimate that portion o f the annual kokanee return removed during the kokanee fishing 
season, May-October, primarily by trolling. The dashed lines denote 95%  confidence limits.

sistently negative correlations for all months. The 
30 November reservoir volume was chosen as an 
index due to its high correlation with mean spawn- 
er length (r  =  .—0.66, P <  0 .01 , N  — 34) and 
coincidence with the spawning run. When reser­
voir volume was near maximum, mean spawner

Table 3.— Historic summertime occurrence and mean 
size of epilimnetic Daphnia species, mean kokanee spawn­
er length, and 31 July reservoir volume for Lake Granby, 
Colorado.

Mean length g
(mm) Reser- 

________ ____ ;' voir .
Ko- volume

Daté of Daphnia Daph­ kanee (% of
zooplankton goleata Daphnia nia spawn- maxi­

Year sampling mendoiae pulex spp. ers mum)

1963 31 Jul Present Present 0.85a - 3 1 8 68.2
1964 28 Jul Present Present 0.93a 312 49.3
1965 30 Jul Present Present 0,89a 335 64.9
198 lb 23 Aug Present Absent 0.87 312 62.2
1982b 26 Jul Present Absent 0.78 305 . 57.9
1989e 4-7 Aug Present Absent 0.77 323 60.1
1991 7 Aug Present Present | 1.20 371 59.8
1992 29 Aug Present Present 1.34 404 58.5

a Mean lengths for Daphnia galeaia mendoiae only (from Nelson 
1971).

b From Martinez (1986).
c Unpublished data from G. Bennett and A. Martinez, Colorado 

Division of Wildlife.

length was consistently smaller than when the res> 
ervoir was low (Figure lc , d). Therefore, the re­
lationship between kokanee size and vulnerability 
to angling in the summer fishery and its implica­
tions for the fall spawning run appear to be linked 
to reservoir volume.

Trends in kokanee size suggest that kokanee 
growth and survival in Lake Granby were greater 
during periods of low reservoir volume. Mean wa­
ter temperature (in the upper 40  m) was cooler 
when the reservoir was full, as in 1962, but was 
as much as 30%  warmer when the reservoir held 
about half its maximum volume, as in 1990 (Table 
4). In addition, the approximate depth of the 14°C 
isotherm, the threshold preventing M. relicta ac­
cess to the epilimnion during its nighttime vertical 
migrations (Martinez and Bergersen 1991), oc­
curred at greater depth when reservoir volume was 
low. These indicators of thermal conditions were 
strongly related to reservoir volume (r =  0.95, P 
= 0 01, 5, for mean water temperature and r
=  0.98, P <  0 .01 , N  = 5, for depth of the 14°C 
isotherm; Table 4). We theorize that a reduced wa­
ter mass in Lake Granby warms earlier in the year, 
which facilitates development of Daphnia popu­
lations and results „in more favorable conditions 
for kokanee survival and growth during the re­
mainder of the year.

KOKANEE POPULATION FLUCTUATIONS 225

Table 4.-—Comparison of 31 July reservoir volumes 
and mean water column temperatures (0-40 m) and ap­
proximate depths of the 14°C isotherm in mid to late July, 
Lake Granby, Colorado.

Reservoir volume (percent of maximum)

Variable 99.9 59.9 57.8 48.5

Temperature (°C) 
Depth (m) of 14°C

9.5a 11.4b 1X 0 V 12.5d 13.7e

isotherm 3 9 ( 1 11 15

* 25 July 1962; from Nelson (1964). 
b 14 July 1981; from Martinez (1986). 
c 28 July 1992; P. J. Martinez, unpublished data. 
d 18 July 1978; from W. C. Nelson, Colorado Division of Wildlife, 

unpublished data.
c 23 July 1990; from W. C. Lee, Colorado Cooperative Fish and 

Wildlife Research Unit, unpublished data. „

Influence o f  My sis and Lake Trout
Predation by lake trout and M. relicta compe­

tition for Daphnia have been shown to adversely 
affect kokanee populations (Beattie and Clancey 
1991; Bowles et al. 1991; Spencer et al. 1991). 
Martinez and Bergersen (1991) concluded that al­
though M. relicta delayed seasonal development 
of Daphnia populations in Lake Granby, it was not 
solely responsible for changes in the kokanee pop­
ulation. Although lake trout preyed on kokanees, 
they did not prevent kokanee overabundance dur­
ing the early 1980s (Martinez and Wiltzius 1991).

Mean kokanee spawner length and 30 November 
reservoir volume were regressed for time periods 
before and after establishment of lake trout and 
after establishment of M. relicta (which also in­
cludes lake trout as a factor) in Lake Granby (Fig­
ure 3). These periods were lagged by 9 years fol­
lowing introduction of lake trout (1961) and M. 
relicta (1971) because passage of this length of 
time would be required before lake trout reached 
sizes to become predominantly piscivorous (Griest 
1976) or M. relicta densities posed a competitive 
threat to kokanees (Nesler and Bergersen 1991). 
Tests for differences between regression slopes 
and intercepts followed the method of McCracken 
(1990).

All regressions were significant (P <  0 .05), and 
their slopes were not significantly different (P  5* 
0.5 ; Figure 3)’; which indicates that the inverse 
relationship between kokanee length and reservoir 
volume persisted during the three analysis periods. 
However, the intercept for the post-A/ym-lake 
trout period was significantly lower (P :S 0 .03) 
than the intercepts of the other two regression lines 
(Figure 3), which indicates that kokanees were 
shorter following the establishment of M. relicta.

If lake trout predation on kokanees or M. relicta 
competition with juvenile kokanees for zooplank­
ton, or both, caused significant mortality of ko-

Percent of reservoir volume
Figure 3.— Relation between mean kokanee spawner lengths, and 30 November reservoir volume during pre- 

lake trout (1954-1970 , denoted by stars; ^ =  ^-0.57, P — 0.03, N -  14), post-lake trout (1971-1980, denoted by 
diamonds; r = —0.91, P — 0.002, N<^ 8), and post-Myrir-lake trout (1981-1992 , denoted by dots; r = -0 .6 4 ,  P 

’0 . 0 .03 , 12) predation periods. Testing for differences in slopes between the three periods showed no Significant
difference (F2.28 = 0.62, P — 0.54). Differences between intercepts were significant (Fiji} ~  5.22, P = 0.011). 
Pair-wise .comparisons for pre- and post-lake trout periods weie not .significantly different from each other {P ~ 
0.32), but they differed significantly (P ="6.03 and P = 0.004, respectively) from the post-3/yr/..v-lake trout period. 
The largest mean kokanee spawner length at Lake Granby, 404 mm, was recorded in 1992.
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kanees, mean spawner length would be expected 
to increase (Beattie et al. 1988). If only age-0 ko­
kanee survival declined due to M. relict a compe­
tition for zooplankton, mean spawner length would 
be expected to remain the same (Bowles et al. 
1991). A decline in mean kokanee spawner size 
might result if M. relicta dramatically reduced cla- 
doceran abundance (Morgan et al. 1978); however, 
Daphnia persisted in Lake Granby (Table 3).

The decline in mean spawner length observed 
at Lake Granby suggests kokanee overpopulation 
in the 1980s confounded the potentially adverse 
effects of both M. relicta and lake trout. However, 
mean kokanee. spawner length was increasing in 
the late 1980s and early 1990s, and by 1992, 
spawners were the longest ever recorded at Lake 
Granby (Figure lc). The abnormally large mean 
spawner length in 1992 (Figure 3), might have 
been caused by interaction of reservoir volume, 
reduced kokanee stocking, and enhanced lake trout 
management. Rieman and Myers (1990) cautioned 
that unusually large kokanees in a population is a 
sign that the population may have reached pre­
cariously low levels.

Management Implications 

Reservoir Volume Fluctuations

The Lake Granby kokanee population appears 
to exhibit a density-dependent relationship with 
reservoir volume that is probably a result of vari­
ations in reservoir productivity. The initial ap­
pearance and duration of the kokanees’ preferred 
food supply, Daphnia, also appears to be con­
trolled by reservoir thermal conditions related to 
reservoir volume. Additionally, the extent of ko­
kanee food competition with M. relicta would also 
be regulated by reservoir volume, which appeared 
to control the onset, depth, and duration of the 
thermal refuge where Daphnia was protected from 
predation by A/, relicta. It is through this theorized 
cycle of comparatively rich food to comparatively 
limited food that reservoir volume and thermal 
conditions are believed to contribute to trends in 
Daphnia and kokanee population dynamics in 
Lake Granby.

If the Daphnia population develops earlier in 
years of low reservoir volume, then mean Daphnia 
size may be expected to increase in response to 
the longer growing period. However, kokanees’ 
selectivity for the largest daphnids (Martinez and 
Bergersen 1991) apparently controls mean Daph- 
nia size to a greater extent than do reservoir ther­
mal conditions. When mean Daphnia size in the

early 1960s was smaller (0.89 mm) than during 
the early 1990s (1.27 mm), reservoir volumes were 
nearly equal, 60 and 59% . Consequently, reservoir 
volume did not appear to be the factor controlling 
mean Daphnia size. The most likely explanation 
is that during the 1960s, more numerous kokanees 
(indicated by smaller mean spawner lengths) se­
lectively cropped larger Daphnia more effectively 
than in the 1990s when kokanees appeared to be 
less abundant. The influence kokanees exert over 
Daphnia species and size composition through se­
lective cropping of D. pulex  and large Daphnia in 
general suggests that, despite the link between res­
ervoir volume and trends in kokanee size and 
abundance, kokanees remain a dominant influence 
on Daphnia populations.

Kokanee Length and Density

Although reservoir volume appears to have an 
overriding effect on kokanee population dynamics 
in Lake Granby, the magnitude of kokanee stock­
ing and survival can impose trade-offs for man­
agers. Therefore, predictions of density-dependent 
relationships that influence kokanee growth, 
length, and fishery quality should influence man­
agement goals for population size (Rieman and 
Myers 1992) and must be taken into account to 
safeguard kokanee egg supplies.

Kokanee overpopulation and stunting diminish­
es fishery quality. Often, as kokanee density in­
creases and size declines, catch rates and angler 
effort decline (Rieman and Myers 1990). Although 
many 2 0 0 -2 5 0  mm kokanees were present in Lake 
Granby in the early 1980s, anglers experienced 
difficulty catching them. Conversely, kokanee 
populations exhibiting minimum densities and 
maximum growth may lack compensatory reserve 
and could be vulnerable to catastrophic events 
(Rieman and Myers 1992), which jeopardizes egg 
production for natural deposition or hatchery pro­
duction.

Kokanee management goals should also con­
sider lake productivity (Rieman and Myers 1992). 
Martinez and Wiltzius (1991) projected that Lake 
Granby’s kokanee population historically yielded 
approximately 25 ,000 kg of kokanees from its ma­
turing year-classes, including those harvested as 
immature in the summer fishery. Reservoir records 
indicate that Lake Granby’s 30 November volume 
averaged 65%  and 2,500 ha in size. Based on these 
averages, the reservoir produced about 10 kg/ha 
of maturing kokanees annually. This value is high 
relative to kokanee yields reported for 28 lakes
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and reservoirs in the northwestern USA and British 
Columbia by Rieman and Myers (1990).

Martinez and Wiltzius (1991) recommended tar­
geting a mean spawner size of 3 3 0 -3 4 0  mm at 
Lake Granby to provide fishery quality and yield 
for anglers and also ensure an adequate supply of 
kokanee eggs. Factors that contribute to reduced 
kokanee densities and result in larger kokanees 
should be avoided because overexploitation and 
excessive piscivory can destabilize even hatchery- 
sustained populations (Rieman and Myers 1990). 
For schooling species like kokanee, depensatory 
mortalities may limit population size to low levels 
or cause population collapse if piscivores continue 
to selectively prey upon them after their numbers 
have declined (Beattie et al. 1988; Bowles et al. 
1991).

Lake Trout Management

Sealing and Bennett (1980) recommended that 
lake trout stocking in Lake Granby be discontinued 
because of the low lake trout harvest and their 
adverse effects on the kokanee fishery and egg- 
take. No lake trout were stocked in Lake Granby 
from 1978 to 1987, but stocking was resumed in 
1988 because managers believed M. relicta had so 
damaged the kokanees’ food supply (Daphnia) that 
future management of the reservoir should instead 
emphasize the lake trout fishery. However, before 
1987, Lake Granby’s kokanee population did not 
exhibit signs of collapse, which would have been 
characterized by unusually large and sparse fish 
(Rieman and Myers 1990); rather, it exhibited 
characteristics of overpopulation.

In the 1980s, several factors created a favorable 
environment for lake trout: high reservoir volume 
increased the environment available to lake trout 
and facilitated their reproduction (Martinez and 
Wiltzius 1991); M. relicta was probably peaking 
in density, which contributed to lake trout recruit­
ment (Griest 1976); overabundant, small kokanees 
provided abundant prey; and protected-slot regu­
lations for lake trout (5 0 8 -8 1 2  mm in 1988-1989  
and 55 8 -8 6 4  mm in 1990-1992 , both with a one- 
fish limit) were implemented. Martinez and Wiltz­
ius (1991) recommended reduced kokanee stock­
ing rates (which commenced in 1986) to ,alleviate 
kokanee overpopulation, enhance the kokanee 
fishery, and ensure sufficient egg numbers. How­
ever, enhanced lake trout management was not part 
of this recommendation. These reduced kokanee 
stocking rates, in concert with the intensive lake 
trout management, minimize the likelihood that

the kokanee harvest will return to the high levels 
observed in 1975—1984.

Even increased stocking may not be sufficient 
to maintain or recover kokanees if low kokanee 
recruitment during periods of delayed Daphnia 
population development fails to saturate piscivores 
(Bowles et al. 1991). Lake trout stocking in Lake 
Granby was halted in 1992 (at least temporarily), 
and the protected slot was shifted to 6 6 0 -9 1 5  mm 
(with a two-fish limit) to reduce the reservoir’s 
lake trout population. Managing the kokanee pop­
ulation for a summer fishery and an egg source 
would probably best be served by the 1985-1987  
lake trout minimum length limit of 508 mm that 
protected the mysid-consuming component of the 
population and encouraged harvest of the more 
piscivorous component. However, a 508-mm min­
imum length limit may reduce the number of tro­
phy lake trout, which are highly valued by some 
anglers and attract both media and management 
attention. Despite flexibility in Lake Granby ko­
kanee stocking rates, optimizing kokanee man­
agement to meet three conflicting demands— sum­
mer harvest, a substantial spawning run, and an 

. ample lake trout prey base— appears far more com­
plex than strictly managing for the summer ko­
kanee. fishery and egg supply.

Acknowledgments
T. Powell, D. Beauchamp, B. Johnson, D. Willis, 

and two anonymous reviewers provided valuable 
comments and criticism to improve this paper. D. 
Bowden assisted with statistical analyses and in­
terpretation. We thank M. Jones and B. Weiler for 
their contributions to the data used in this report. 
A special thanks goes to V. Paragamian for en­
couraging publication of this study.

References

Beanie, W. D.^and P. T. Clancey. 1991. Effects of Mysis 
relicta on the zooplankton community and kokanee 
population of Flathead Lake, Montana. American 
Fisheries Symposium 9:39—48.

Beattie, W. D., P. T. Clancey, and R. Zubik. 1988. F.ffect 
of the operation of Kerr and Hungry Horse dams 
on the reproductive success of kokanee in the Flat- 
head system. Final Report FY 1987 to Bonneville 
Power Administration, Portland, Oregon.

Bowles, E. C.. B. E. Rieman, G. R. Mauser, and D. H. 
Bennett. 1991. Effects of introductions of Mysis 
relicta on fisheries in northern Idaho. American 
Fisheries Society Symposium 9 :6 5 -7 4 .

Combs, B. D. 1965. Effect of temperature on devel­
opment of salmon egg#. Progressive ,Fish-Culiuris?t 
27 :134-137 .

Finnell, L. M. 1959. Upper Middle Park reservoir study.



228 MARTINEZ AND WILTZIUS

Colorado Game, Fish and Parks Department, Prog­
ress report, Project T-46 (A-H), Fprt Collins.

Finnell, L. M. 1968. Upper Middle Park reservoir study. 
Colorado Game, Fish and Parks Department, Prog­
ress report. Fort Collins.

Finnell, L. M. 1970. Upper Middle Park reservoir stud­
ies. Colorado Fisheries Research Review 6 :30—31.

Finnell, L. M., and E. B. Reed. 1969. The diel vertical 
movements of kokanee salmon, Oncorhynchus ner­
ka, in Granby Reservoir, Colorado. Transactions o f 
the American Fisheries Society 98 :245-252 .

Griest, J. R. 1976. The lake trout o f Twin Lakes, Col­
orado. Master’s thesis. Colorado State University, 
Fort Collins.

Klein, W. D, 1979. Kokanee in Parvin Lake, Colorado, 
1972-1977. Colorado Division of Wildlife Special 
Report 47.

Martinez, P. J. 1986. Zooplankton and kokanee inter­
actions in Lake Granby, Colorado,, and management 
of introduced Mysis. Master’s thesis. Colorado State 
University, Fort Collins.

Martinez, P. J ., and E. P. Bergersen. 1991, Interactions 
of zooplankton, Mysis relicta, and kokanees in Lake 
Granby, Colorado. American Fishery Society Sym­
posium 9 :49 -64 .

Martinez, P. L , and W. J . Wiltzius. 1991. Kokanee stud­
ies. Colorado Division of Wildlife, Federal Aid in 
Sport Fish Restoration, Project F-79, Final Report, 
Fort Collins.

McCracken, M. 1990. A multivariate permutation test 
of autocorrelation. Master’s thesis. Colorado State 
University, Fort Collins.

Moore, R. L. 1953. Kokanee in Colorado. Colorado 
Conservation 2(3): 19—23.

Morgan, M. D., S. T. Threlkeld, and C. R. Goldman. 
1978. Impact of the introduction of kokanee (On- 
corhyn chu sn erka) and opossum shrimp (Mysis re­
licta) on a subalpine lake. Journal of the Fisheries 
Research Board of Canada 35:1572-1579 .

Nelson, W. C. 1964. Basic productivity studies. Colo­
rado Division of Wildlife, Federal Aid in Fish Res^ 
toration, Completion Report, Project F-25-R -1 , Fort 
Collins.

Nelson, W. C. 1971. Comparative limnology of Colo­

rado-Big Thompson Project reservoirs and lakes. 
Colorado Division of Wildlife, Federal Aid in Fish 
Restoration, Final Report, Projects F-25-R-1 to 4, 
Fort Collins, f

Nelson, P. C. 1982. Aquatic macrophytes of Shadow 
Mountain Reservoir, Grand Lake, and Lake Granby, 
Colorado. Master’s thesis. Colorado State Univer­
sity, Fort Collins.

Nesler, T. P., and E. P. Bergersen. 1991. Mysids and 
their impacts on fisheries: an introduction to the 
1988 mysid-fisheries symposium. American Fish­
eries Society Symposium 9 :1 -4 .

Neuhold, J. M., and K. H. Lu. 1957. Creel census meth­
od. Utah State Department of Fish and Game, Pub­
lication 8, Salt Lake City.

Parsons, B. G., and W. A. Hubert. 1988. Reproductive 
characteristics of two kokanee stocks in tributaries 
to Flaming Gorge Reservoir, Utah and Wyoming. 
Great Basin Naturalist 48 :46 -50 .

Powell, T. G. 1975. Lake and reservoir research. Pond 
and small lake management investigations. Urban 
lake creel census. Colorado Division of Wildlife, 
Federal Aid in Fish Restoration, Project F-52-R, 
Final Report, Fort Collins.

Rieman, B. E., and D. L. Myers. 1990. Status and anal­
ysis o f salmonid fisheries. Kokanee population dy­
namics. Idaho Department of Fish and Game, Fed­
eral Aid in Sport Fish and Wildlife Restoration, 
Project F-73-R-12, Performance report, Boise.

Reiman, B. E., and D. L. Myers. 1992. Influence of fish 
density and relative productivity on growth of ko­
kanee in ten oligotrophic lakes and reservoirs in 
Idaho. Transactions of the American Fisheries So­
ciety 121:178-191.

Sealing, C., and G. Bennett. 1980. Middle Park reser­
voir studies. Colorado Division o f Wildlife, Federal 
Aid in Fish Restoration, Project F-40-D, Final Re­
port, Grand Junction.

Spencer, C. N., B. R. McClelland, and J. A. Stanford. 
1991. Shrimp stocking, salmon collapse, and eagle 
displacement. BioScience 41 :14 -21 .

Wydoski, R. S„ and D. H. Bennett. 1981. Forage spe­
cies in lakes and reservoirs of the western United 
Slates. Transactions of the American Fisheries So­
ciety 110:764-771.

North American Journal of Fisheries Management 15:229-237, 1995 
© Copyright by the American Fisheries Society 1995

Kokanee Population Density and Resulting Fisheries 

B ruce E. R ieman1
Idaho Department o f  Fish and G am e  

1800 Trout Road, Eagle, Idaho 83616, USA

M elo A. M aiolie

Idaho Department o f  Fish and Gam e 
2750 Kathleen Avenue, Coeur d ’Alene, Idaho 838J4 , USA

A bstract.— Catch rate and effort for and yield of kokanee Oncorhynchus nerka  in seven lakes 
and reservoirs in Idaho and Oregon were related to fish density. The relationships were not linear. 
As kokanee density increased from less than 10 to 30-50  fish/ha, values of all three fishery 
characteristics tended to increase. Little or no improvement occurred at higher densities, and yield 
appeared to decline at densities above 50 fish/ha. The domed shape of these relationships was 
explained by a model linking density-dependent length at age and size-dependent catchability: as 
density increases, anglers encounter kokanee more frequently, but fish length declines at high 
densities, reducing catchability; low' densities should allow fast grow'th and high catchability, but 
reduced populations could be subjected to depensatory and potentially destabilizing mortality. 
This model and its empirical support indicate that management to increase the density of kokanees 
likely will not produce a proportional benefit for anglers, and the quality o f a fishery may even 
decline.

Kokanee Oncorhynchus nerka represent an im­
portant fishery resource throughout much of the 
western United States and Canada (Wydoski and 
Bennett 1981; Rieman and Myers 1992). The spe­
cies has been introduced to and become estab­
lished in many large oligotrophic lakes and res­
ervoirs. The fish communities of western lakes are 
generally simple, and kokanee populations often 
reach high densities in what may have been rela­
tively unexploited niches. Kokanees are pelagic, 
schooling fish that forage almost exclusively on 
large zooplankton. Because their growth is density 
dependent and strongly mediated by productivity 
of the rearing environment (Rieman and Myers 
1992), the size and number of fish available to 
anglers may vary substantially within and among 
waters.

Management of kokanee fisheries has been 
eclectic. Attempts to influence density and size 
of kokanees in Idaho have taken several forms: 
hatcheries and spawning channels have been used 
to stabilize or increase densities; introductions of 
predators, blocking of spawning habitat, and in­
tentional exploitation of spawners have been used 
to limit or reduce numbers; and opossum shrimp 
M ysis relicta have been introduced as prey to en­
hance growth (Bowles et al. 1991). Management

1 Present address: U.S. Forest.Service, Intermountain 
Research Station, 316 East Myrtle, Boise, Idaho 83702, 
USA.

goals have seldom been consistent among koka­
nee waters and lack a strong quantitative basis. 
In Idaho, some systems are managed to produce 
low densities of very large fish in the creel as a 
bonus to trout fisheries; other stocking programs 
strive to maximize densities without causing a 
decrease in size of fish. Some lakes have pro­
duced very large fish but not without some risk. 
Priest Lake in Idaho produced world-record size 
kokanees (3 .0  kg) in the mid 1970s shortly before 
the population collapsed irretrievably (Bowles et 
al. 1991). Flathead Lake in Montana supported a 
popular fishery on large (270-400-m m  fork 
length) kokanees shortly before the fishery col­
lapsed in 1986 (Hanzel 1984, 1987; Hanzel et al. 
1988).

We undertook a study to compare kokanee fish­
eries and populations throughout Idaho to better 
define the relationships between fish density and 
the resulting fishery. Our objective was to define 
the trade-offs inherent in managing kokanee den­
sity. We hypothesized that fishery statistics would 
improve with increasing low to moderate kokanee 
densities but not in a linear fashion. We speculated 
that returns to a fishery would diminish at increas­
ing high densities because of density-dependent 
reductions in growth and size-dependent changes 
in’ cdrbhability. We used two approaches to ex­
amine our hypotheses. First, we related available 
empirical estimates of fishing success and effort 
to estimates of kokanee density. Second, we linked
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o A bstract

Results from a mechanistic, bioenergetics-based foraging model for kokanee ( 

nerka)were compared with results from a corroborated standard model. Daily growth estimates from 

the mechanistic model were 239%  higher than estimates from the standard model at temperatures > 

12°C , and 42%  lower at temperatures < 8°C. The mechanistic model was then modified by 

5 incorporating a different respiration function and a new size- and temperature-dependent functional

response. Although sensitive to prey and predator size, prey handling time, and feeding duration, 

results from the modified model were comparable to the standard model. Using observed vertical 

profiles o f temperature and prey densities, model growth estimates for kokanee from Blue Mesa 

Reservoir, Colorado bounded observed growth under realistic ranges o f model parameters. The 

10 model also made the following four predictions: seasonal and annual ontogenetic shifts in 1) foraging

and 2) migration strategies; 3) very low prey handling times (0.33 s for larger fish,

suggesting that kokanee may be capable o f gulp/filter feeding; and 4) higher daily maximum 

consumption rates for smaller kokanee than previously hypothesized. The revised model provides a 

mechanistic means to forecast anthropogenic and climatic thermal effects on fish behavior and 

15 growth.
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o Introduction

Bioenergetics models (Hewett 1989; Hewett and Johnson 1992) have proven to be an 

invaluable tool in fisheries ecology. The elegance o f these models (collectively called the "Wisconsin" 

model; Ney 1990) has been their use of fundamental thermodynamics to uncover important ecological 

insights. For example, the Wisconsin model has been used to explicitly predict physiological effects 

5 o f body size (e.g., Post 1990), behavioral thermoregulation with changes in body size and food

availability (e.g., Crowder and Magnuson 1983), and contaminant accumulation and elimination 

dynamics (e.g., Madenjian et al. 1993). Overall, these models have defined constraints on growth via 

temperature, body size, and feeding rate (e.g., Rice et al. 1983; Luecke et al. 1996). The Wisconsin 

model has also been useful for management purposes including determination o f stocking densities 

10 (e.g., Stewart et al. 1981) and harvest rates (e.g., Carline et al. 1984; Johnson et al. 1992). For a

complete review o f the Wisconsin model, see Trans. Am. Fish. Soc. 122(5).

Up to now, these models have performed well at predicting direct effects o f environmental 

change on the consumption and growth o f fishes. However, there are no explicit mechanisms for 

linking consumers with their prey (but see Madenjian et al. 1993). Feeding rate or growth is a 

15 required input to solve the energy budget. However, many environmental problems will affect

predators indirectly through effects on their prey. For example, eutrophication, nutrient abatement, 

chemical pollution, thermal pollution, and climate change can affect production o f lower trophic levels 

(e.g., Schindler et al. 1985; McQueen et al. 1986; Carpenter and Kitchell 1993; Porter et al. 1996, 

Zagarese et al. 1994). To predict the impact o f these environmental effects, feeding rate needs to be 

20 an explicit, predicted function within the modeling framework.

3



Stockwel! & Johnson

0 Incorporation o f an explicit feeding function is also important because studies o f predator-

prey relationships are making a transition from aggregated population level analyses o f predator 

demand and prey supply (e.g., Stewart et al. 1981; Stewart and Ibarra 1991; Eby et al. 1995; Rand 

et al. 1995) to more detailed, spatially-explicit models o f predator-prey interactions (e.g., Mason et 

al. 1995). These latter models scale up from individuals to populations while accounting for spatial 

5 heterogeneity in the biotic (e.g , prey distributions) and abiotic (e.g., temperature, light, and dissolved

oxygen) environments.

In this paper, we refine and calibrate a spatially-explicit, bioenergetics-based foraging model 

for kokanee salmon ( Oncorhynchusnerka) (Bevelhimer 1990; Bevelhimer and Adams 1993) by 

incorporating an explicit and improved feeding function to link predator dynamics to prey density. 

10 Kokanee are well suited for this type o f modeling approach because 1) they are extremely selective

in their diet (e.g., Vinyard et al. 1982), 2) their prey are usually vertically stratified (e.g., Lampert 

1989), and 3) they exhibit strong diel vertical migrations through a range o f temperatures (e.g., 

Finnell and Reed 1969). Our goal was to develop a realistic and predictive model that could be used 

to study possible climatic and anthropogenic thermal effects on growth and production o f kokanee. 

15 In addition to its utility for applied issues, the model provides a framework for examining basic

foraging ecology o f kokanee and other planktivorous fishes.

Methods

We first describe the model o f Bevelhimer and Adams (1993) and outline the comparison we 

20 make with the Wisconsin model. Results of this comparison are presented to introduce and justify the
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0 refinements to Bevelhimer and Adams' model. We then outline further comparisons between the

modified model and the Wisconsin model, and a preliminary sensitivity analysis o f the modified model. 

Finally, we describe parameterization and calibration of the modified model using field data.

General model description

5 We adopted the bioenergetics model for kokanee developed by Bevelhimer and Adams

(1993), from here on referred to as the "B&A" model. The B& A  model was originally developed to 

test the growth maximization hypothesis for kokanee (Bevelhimer and Adams 1993). This hypothesis 

predicts that kokanee undergo diel migrations to maximize their net energy assimilation by 

maximizing food consumption and minimizing metabolic costs. Alternatively, Eggers (1978; sockeye) 

10 and Johnston (1990; kokanee) suggest diel migration by juveniles is a result o f predator avoidance,

whereas Clark and Levy (1988; sockeye) propose that migration results from a trade-off between 

predation risk and energetic efficiency. Results from Bevelhimer and Adams (1993) support the 

growth maximization hypothesis when kokanee and their prey are thermally segregated - vertical 

migration can be energetically advantageous under these conditions.

15 The B& A  model is based on the bioenergetics mass balance equation (Kitchell et al. 1977):

[1] G  =

where G -  specific growth rate (g-g'^day'1), C = specific rate o f consumption, R e  specific rate o f  

respiration (including basal and active metabolism, and specific dynamic action), F = specific rate o f 

egestion, and U =? specific rate o f excretion. The B& A  model differs from the Wisconsin model in
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0 four important features: the B& A  model 1) is constructed to estimate growth from consumption, 2)

models consumption as a type II functional response, modified by a temperature-dependent digestion 

function, 3) is rescaled for a 30-min time step, and 4) allows fish to vertically migrate. Data 

requirements for a 24-h simulation include vertical profiles o f water temperature and prey density, 

initial fish mass, time fish spends in each depth stratum, feeding status (feeding or not feeding) during 

5 each 30-min time step, and mean prey size. A factorial combination o f depths and feeding durations

is used to examine resultant growth from a suite o f possible migration strategies for each given set 

o f environmental conditions.

Estimates o f consumption and growth rates, and gross conversion efficiency from Bevelhimer 

and Adams (1993) were within the range expected for similarly sized kokanee feeding at high rations 

10 (Brett 1979). However, these model estimates have not been directly compared to field estimates or

results from other models. For the more mechanistic B& A  model to be applied to the same range o f 

basic and applied questions that the Wisconsin model has proven useful, calibration and corroboration 

are critical next steps.

To run a simulation, a fish o f a given size is placed in a particular depth stratum with a 

15 corresponding water temperature, prey density, and mean prey size. I f  the fish is feeding, the amount

o f food consumed is determined as a function of prey density at that depth. At the end o f the first 30- 

min period, fish growth is determined by subtracting energetic losses from energy consumed (see 

Table 1 o f Bevelhimer and Adams (1993) for model equations), and the fish moves (or stays) to the 

next depth stratum as indicated by model input . Any food remaining in the stomach at the end o f the 

20 time step is carried over to the next 30-min time step. Food consumed during this next time step,
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0 dependent on feeding status and prey density at that depth, is added to any undigested food in the

stomach. I f  the amount o f food in the stomach would exceed the stomach capacity (Table 1; 

Bevelhimer and Adams 1993), then the fish is considered satiated, and consumption during the 30- 

min period is set at the stomach capacity. As a result, food intake during a 30-min time step can be 

lower than the amount determined by the functional response. The process o f calculating growth is 

5 repeated for this and all subsequent time steps. At the end o f 24 h, growth is summed over all time

steps to provide an estimate o f daily growth. Each 24-h simulation was run until a steady-state 

(ending stomach content mass equal to beginning stomach content mass) was reached (Bevelhimer 

and Adams 1993). Results from the steady-state runs were used in the analyses.

The Wisconsin model was also used to examine the bioenergetics o f kokanee. This model has 

10 been corroborated with independently derived estimates o f consumption and energy budgets for three

populations o f juvenile sockeye salmon (anadromous form o f kokanee; Beauchamp et al. 1989). 

Therefore, we were interested in any departures o f the B&A model results from the Wisconsin model 

results for a 24-h simulation, and we attempted to refine the B& A  model to reconcile these 

differences.

15 We evaluated the B& A  model by comparing the daily scope for growth (energy available to

a fish after accounting for all energetic losses) and specific rates o f consumption, respiration, egestion 

and excretion o f a 500-g kokanee to the Wisconsin model. The standard simulation o f Bevelhimer 

and Adams (1993) was initially used for the B& A  model. Inputs to the model for the standard 

simulation include 1) feeding duration o f 12 h, 2) feeding swimming speed o f 20 cm-s'1, and 3) 2.25- 

20 mm prey ( Daphniasp). The model was run for 24 h over a range o f temperatures (4-25 °C).
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0 Maximum scope for growth was estimated by setting prey density to a saturation level (106

Daphnia-m'3) where the fish could feed at maximum rate (73 miri1; Hyatt 1980). For the

Wisconsin model (Hewett and Johnson 1992), parameters were taken from Beauchamp et al. (1989), 

with proportion (P) o f maximum consumption (Cmax) set to 1.0. Growth and specific rates o f 

consumption and losses were estimated over the same range o f temperatures as the B& A  model. The 

5 same Daphnia and kokanee caloric contents were used in each model (Table 1).

Results from the comparison of the two models showed a large discrepancy in daily scope for 

growth estimates. Daily scope for growth from the B&A model was an average o f 42%  lower than 

the Wisconsin model at temperatures < 8°C, and an average o f 239%  higher at temperatures > 12°C 

(Fig. la ). The B& A  model predicted positive growth across all temperatures (4 -25°C), with an 

10 optimum growth o f 4.03 g-day'1 at 16°C. The Wisconsin model predicted positive growth for

temperatures < 18°C, with an optimum growth o f 3.17 g-day'1 at 8°C  (Fig. la).

The discrepancy in growth estimates can be attributed to much lower active respiration rates 

in the B& A  model (Fig. lb,c). Across all temperatures examined, respiration estimates from the B& A  

model were, on average, 43% lower than estimates from the Wisconsin model. The B& A  model also 

15 estimated higher consumption rates and showed a plateau in consumption at higher temperatures (Fig.

lb ), whereas the Wisconsin model predicted lower consumption rates as well as a drop in 

consumption at temperatures > 18°C (Fig. lc).

All other components of the energy budget used in the B& A  model (egestion and excretion; 

Bevelhimer and Adams 1993) were the same functions used in the Wisconsin model (Beauchamp et 

20 al. 1989). We therefore modified the respiration and consumption functions o f the B& A  model to
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0 produce growth estimates comparable to the corroborated Wisconsin model.

Modified B&A model

R espiration - The respiration function o f Beauchamp et al. (1989; from Hewett and Johnson

1992):

[2] R  = 0.00143-M  °-209-e ,
^day

5 where R  = respiration (cal-g'^fi1), M  = mass (g), T | ftemperature (°C), A CTIV ITY -  e(0 0234 VEL) and

is the increment for active metabolism, V EL = 9.9-e(00405'T)-M °13 and is the optimal swimming speed 

(cm-s1), oxycal = oxycaloric conversion factor (cal-g'1 Oj), t = model time step (min), and tday = length 

o f  day (min), was substituted into the B& A  model (Table 1). Respiration was divided by 48 to 

convert from the daily time step o f Beauchamp et al. (1989) to the 30-min time step o f Bevelhimer 

10 and Adams (1993).

Functional response - Experiments have demonstrated that young sockeye from the Pacific 

northwest stop feeding as water temperature approaches their upper tolerance limit (^ 23 °C; 

Donaldson and Foster 1940; Brett 1952; Brett et al. 1969). We therefore concluded that the 

asymptote in consumption at the highest temperatures in the B& A  model (Fig. lb) was inappropriate 

15 for western North American stocks. To correct this, the amount o f biomass consumed in

each time step was modified by Thornton and Lessem's (1978) temperature function (Beauchamp et 

al. 1989; Table 1). Application o f the Thornton and Lessem function was scaled with reference to
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0 10°C because the functional response used in the B&A model was derived at this temperature (Hyatt

1980; Bevelhimer and Adams 1993). Furthermore, the function was applied to the biomass o f 

Daphnia consumed, and not the number consumed, because the function coefficients were derived 

using biomass measurements (Beauchamp et al. 1989).

Sensitivities o f the Wisconsin model parameters are well known (Kitchell et al. 1977; Bartell 

5 et al. 1986). Therefore, we did not perform sensitivity analyses on the components o f the modified

B& A  model shared with the Wisconsin model. However, we did perform a preliminary sensitivity 

analysis o f the modified B&A model on the unshared components. The new model was run using two 

sizes o f  kokanee (100 and 500 g), three feeding durations (6, 12, and 18 h), and three prey sizes 

(1 .75, 2.25, and 2.75 mm). Results were compared with the Wisconsin model across the same 

10 temperature range and maximum feeding rates used in the initial comparison.

Results from this comparison suggested one o f two possibilities: either 1) there should be 

large differences in time spent foraging (~6 h) between 100 and 500-g fish, or 2) there are 

shortcomings in the consumption function. For the latter, consumption is the only plausible function 

to criticize as respiration, egestion, and excretion are identical in both models, and differences in SD A 

15 are both minimal and dependent on the amount o f food consumed. Furthermore, the functional

response used in the B&A model (Hyatt 1980) was derived from feeding experiments using a single 

size-class o f kokanee (15 g) at 10°C, and did not include the possibility o f size-dependence in 

foraging rate. Because work on other fishes suggests predator size can influence their functional 

response (Werner 1977; Miller et al. 1992, 1993; Walton et al. 1994), we pursued modification o f 

20 the functional response.
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We scaled the functional response to predator size through volume searched using the 

following form o f a Holling type II functional response:

[3] C 1 £-Z  
1 +E-Z-

•60

where C is consumption (Daphnia-min1), E  is volume searched (m'3), Z  is Daphnia density (m'3), and 

h is handling time ( s-Daphnia'1;Table 1). Volume searched, E, was taken from Gerritsen and Strickler 

(1977):

[4] E  I ( 3 - v 2 + w 2)

5 where Rdis the reaction distance o f kokanee to their prey (m), v is kokanee swimming speed (m-s'1),

and u is Daphnia swimming speed (m-s*1; Table 1). Kokanee swimming speed is size- and 

temperature-dependent and is determined from the V EL component o f the respiration function (Eq. 

2; Table 1). We assumed that during feeding 100% o f the Daphnia encountered by kokanee are 

ingested (Hyatt 1980, Vinyard et al. 1982).

10 To calibrate the functional response, Equations 3 and 4 were used to predict consumption at

the prey densities, fish size (15 g), and water temperature (10°C ) used in the experiments o f Hyatt 

(1980). Handling time was taken from the maximum consumption observed by Hyatt («  50 

Daphnia-min'1 or 1.2 s-Daphnia'1). Predictions from Equations 3 and 4 under these conditions were 

then compared to the results o f Hyatt (1980).

15 The new functional response scales for body size in two ways. First, increased body size
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0 increases swimming speed, thus directly influencing the volume searched E  (Eq. 4). The second

possible influence is handling time differences among fish size-classes. No handling time data were 

available so a range o f values were used (Table 1). Reaction distance was assumed to be constant 

across the size-classes because the literature suggests reaction distances in other visually feeding 

planktivorous fishes increase greatly during very early development, but then diminish beyond a 

5 certain size - usually within the first year o f life (e.g., Breck and Gitter 1983; Rahmann et al. 1989;

Wahl et al. 1993). Therefore, the mean reaction distance o f 15-g kokanee from Hyatt (1980) was 

assumed to represent the reaction distance o f larger fish (Table 1). We examined the sensitivity o f the 

functional response to changes in fish body size (i.e , volume searched) and handling time.

10 M odel P a ra m e te riz a tio n  and Sim ulations

Growth estimates from the modified model were dependent on model inputs (predator and 

prey sizes, feeding duration, handling time). As a result, various combinations o f model inputs could 

be used to generate growth estimates similar to the Wisconsin model. We therefore compared 

estimates o f  growth from the modified B& A  model with observed growth o f age-1, -2, and -3 

15 kokanee from Blue Mesa Reservoir, Gunnison, CO (Cudlip et al. 1987). Inputs to the model included

observed vertical profiles o f temperature and densities from 1994, mean prey size from

kokanee stomachs sampled in 1995, and observed masses o f fish from 1995. Limnological data from 

1994 were used because these data were collected at a finer spatial and temporal resolution than in 

1995. However, much more fish growth data were available from 1995 than 1994. Because 

20 comparisons o f temperature profiles, prey densities and distributions, and kokanee growth collected

12



Stockwell & Johnson

0 in both years showed similar patterns (Johnson et al. 1995, 1996), we assumed results would not be

compromised by using input from the two different years.

For simulations o f each age-class, a range of feeding durations and handling times were used. 

The goal was not necessarily to match modeled growth with observed - inputs can be adjusted to 

generate matching results. Rather, the goal was to bound the estimates using a more mechanistic 

5 approach than the more commonly used Wisconsin model. Incorporating feeding mechanisms should

then clarify which factors are most important to understanding kokanee growth, and how these 

factors might direct future field and laboratory work.

Blue M esa Reservoir (BM R) is a mesotrophic, 3 700 ha, 32 km long impoundment in 

southwestern Colorado with a storage capacity o f 1.16 x 109 m3. The fish community o f BM R  is 

10 relatively simple, consisting o f primarily kokanee, rainbow trout ( ), brown trout

(Salmo trutta), lake trout ( Salvelinus namaycush), and longnose sucker ( catoslomus).

Kokanee is the dominant fish species. However, the population has been steadily declining over the 

past three years with a concomitant increase in the lake trout population (Sherman Hebein, Colorado 

Division o f Wildlife, unpublished data).

15 Thermal profiles of BM R were obtained using a Yellow Springs Instruments Model 58 meter

with a 60-m  probe cable. Measurements were taken at 1-m intervals from 0 to 20 m and at 5-m 

intervals from 20 to 55 m, from May through September 1994.

Zooplankton were collected by oblique tows using a Wildco model 37-315 Clark-Bumpus 

plankton sampler with a 130-mm diameter opening and a 153-//m net. The flowmeter on the Clark- 

20 Bumpus sampler was calibrated using a Schwaffer water velocity meter. Two replicate samples were
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0 taken from each o f 0-5, 5-10, 10-15, and 15-30-m strata on 21 May 1994. During June-September

1994 three replicate samples were collected every two to three weeks from each o f 0-5, 5-10, and 

10-15-m strata, and two replicates from the 15-30-m stratum. All samples were taken between the 

hours o f 09:00 and 12:00, and preserved in 8%  sugared, buffered formalin.

A 1-mL aliquot was taken from each sample using a Hensen-Stempel pipette. The aliquot was 

5 placed in a Sedgwick-Rafter cell where all Daphnia were identified to species and enumerated (Lind

1979; Soranno and Knight 1993) under a compound microscope. The first 24 individuals encountered 

in each sample were measured with an ocular micrometer to the nearest 0.01 mm. Two aliquots from 

each replicate sample were processed.

Densities o f Daphnia > 1.0 mm in each stratum (m'3) were used as prey input to the model 

10 because 1) kokanee feed exclusively on Daphnia in BivlR {91% D. pulex and 3%  D. galeata\ Johnson

et al. 1995,1996), and 2) the original functional response used by Bevelhimer and Adams (1993) was 

a function o f the density o f Daphnia £ 1.0 mm (Hyatt 1980).

Mean length o f each age-class o f kokanee in 1995 was estimated from otolith samples 

obtained on 8 June (age-1, n=l 1; age-2, n=20; age-3, n=8) and 26 July (age-1, n=22; age-2, n=33; 

15 age-3, n=16) from fish sampled in vertical gill nets and angler's creels (Martinez 1996). Mean length

at the end o f the growing season was estimated from backcalculations (age-1, n=T23; age-2, n=54; 

Johnson et al. 1996) and from otoliths o f fish in the spawning run (age-3, 163; Martinez 1996).

Wet masses were computed using a length-mass regression (^ » 0 .9 5 , n=228) developed from all fish 

sampled in vertical gill nets during June through September (Johnson et al. 1996). We computed the 

20 instantaneous daily growth rate (G) and interpolated masses {M) between fish sampling dates using

14



Stockwell & Johnson

0 the formula:

[5] M x = M0-e°‘

where M] = final mass (g), M 0 = initial mass, and t = number o f days between sampling dates (for 

or number o f  days to the interpolated mass (for We estimated daily growth rates (DGR; g-d'1) 

on limnological sampling dates from the equation:

[6] DGR = M0-eG,-MQ 

where M 0 = mass at the start o f the day, and = 1 d.

5 Vertical profiles o f temperature and Daphnia (> 1.0 mm) densities from a reference station

in Sapinero Basin, the largest and most downstream basin o f BM R, were used as inputs to the model 

(Table 1). Three dates were chosen from the 1994 sampling period to represent seasonal fluctuations 

in temperature and prey availability. Because mature BM R kokanee typically begin their spawning 

migration in September, we did not use September sampling dates for the simulations.

10 Temperature data on each limnological sampling date, were averaged into seven depth

strata: 0-5, 5-10, 10-15, 15-20, 20-25, 25-30, and 30-50 m. Daphnia densities from the zooplankton 

sampling were assigned to these strata accordingly. The observed densities from the 15-30-m strata 

were consistently low and were assigned to each of the 15-20, 20-25, 25-30, and 30-50-m  strata. The 

30-50-m  stratum was used to allow kokanee access to deeper, colder water despite no routine 

15 zooplankton sampling at these depths. Few Daphnia were found in zooplankton samples collected

from 40 and 50 m in July 1994 and 1996 (BM J, unpublished data), indicating extrapolation o f
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0 Daphnia densities from the 15-30-m stratum to these depths is a reasonable assumption. Additionally,

data from experimental vertical gill nets set in BM R  in 1994 and 1995 show that kokanee do reside 

at these depths at times (Johnson et al. 1995, 1996).

Daphnia do not vertically migrate in BM R  (Johnson et al. 1995). Therefore, the vertical 

distribution o f Daphnia used as model input for each 24-h simulation was held stationary.

5 Fish were allowed to locate at two depths (feeding and non-feeding periods) in each 24-h

simulation. Depths were the mid-points of the strata identified above (2.5, 7.5, 12.5, 17.5, 22.5, 27.5, 

and 40 m). All possible migration strategies were evaluated (7 depth strata = 28 different migration 

strategies). The migration strategy that maximized growth on each limnological sampling date (/ ^  

was noted, and that growth was used in the comparison with the observed growth estimates on that 

10 date,

The mean size o f Daphnia in the diets o f BM R  kokanee in 1995 (1.68 mm; Johnson et al. 

1996) was used to convert consumption from numbers to biomass (Table 1). Mean size consumed 

did not differ across the season or age-classes (BM J, unpublished data). Initial masses o f each 

kokanee age-class were determined for day ?Bm-l using Equation 5. Very little information on kokanee 

15 feeding duration and prey handling times was available in the literature, but initial growth estimates

from the model appeared to be sensitive to these parameters. We performed simulations at seven 

different feeding durations (4, 6, 8, 10, 12, 14, and 16 h) and five different handling times (0.33, 0.5, 

0.67, 1.0, and 1.2 s -Daphnia'1)to evaluate the sensitivity o f the modified model to these parameters. 

We used observed growth ± 20% as our criteria for determining which combinations o f feeding 

20 durations and handling times were realistic.
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o Results

Modified B & A  model

For a 500-g kokanee under standard simulation conditions, application o f the respiration 

function o f Beauchamp et al. (1989) and the Thornton and Lessem (1978) temperature function 

greatly improved the performance o f the B& A  model when compared to the Wisconsin model. The 

5 combination o f  higher respiration rates (identical to the Wisconsin model) and the decline in

consumption at higher temperatures (Fig. Id) brought estimates o f scope for growth in line with 

estimates from the Wisconsin model for temperatures > 10°C (Fig. la). Growth estimates at low 

temperatures were still less than the Wisconsin model - a result o f lower consumption in the modified 

B& A  model at these temperatures (Fig. Id).

10 Scope for growth varied considerably with fish size and feeding duration when prey size

(2.25-mm Daphnia)was held constant (Fig. 2a,b). For a 500 -g kokanee, a 12-h feeding duration best

fit growth estimates from the Wisconsin model (mean squared error, M SE -  0.82; Fig. 2a). A 6-h 

feeding period resulted in lower estimates across the entire temperature range (M SE = 3.97), while 

an 18-h feeding period resulted in higher estimates (M SE = 5.85; Fig. 2a). Temperature for optimum

15 growth also shifted with changes in feeding duration. The more feeding duration was restricted, the

lower the optimum temperature (Fig. 2a). This is expected from the B& A  model - as food becomes 

limited, simulated fish minimize energy costs by using colder water (Bevelhimer and Adams 1993). 

This has also been demonstrated empirically (Crowder and Magnuson 1983). For the 100-g kokanee, 

a 6-h feeding duration best matched growth estimates from the Wisconsin model (M SE = 0.10; Fig.

20 2b). Feeding periods o f 12 and 18 h both overestimated scope for growth (M SE =f'1.27 and 4.27,
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0 respectively). Again, a decrease in optimum temperature for growth occurred with decreasing feeding

durations (Fig. 2b).

When prey size and feeding duration were varied simultaneously, and fish were held at their 

optimum temperature for growth, results differed for the two fish sizes. Increasing prey size from 

1.75 to 2.75 mm (an increase in Daphnia mass o f nearly 400% ) for the 100-g fish resulted in 

5 relatively small increases in growth (average across feeding durations = 12%; Fig. 2d). Much larger

increases occurred when feeding time was increased from 6 to 18 h (average across prey sizes = 

218%  increase). For the 500-g fish, an increase in prey size from 1.75 to 2.75 mm translated to an 

average increase in growth o f 458%  (Fig. 2c). Increasing feeding duration for the larger fish also 

increased growth rates by over one order o f magnitude (average o f 1033%; Fig. 2c).

10 Estimates o f  consumption (Daphnia-min'1) from the functional response using Equations 3

and 4 for a 15-g kokanee, feeding at 10°C with a handling time o f 1.2 s fell within the

95%  confidence intervals o f the experimental data o f Hyatt (1980; Fig. 3a). Consequently, we 

assumed that the new functional response (Eqs. 3 and 4) was adequate to describe foraging o f a 15-g 

kokanee under these conditions, and that it could then be scaled for body size effects via size- 

15 dependent search volume. A complete list o f equations used in the modified B& A  model is listed in

Table 1.

Consumption rate estimates from the new functional response were much more sensitive to 

handling time than fish body size (Fig. 3b). The asymptote o f consumption rate decreased by 70% 

(from 166 to 49 Daphnia-min'1) when handling time was increased 260%  (from 0.33 to 1.2 

20 s -Daphnia'1),whereas there was very little difference in consumption rate with a 90%  reduction in
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0 body size (from 573 to 59 g; Fig. 3b).

Model Calibration

Surface temperatures in Sapinero Basin in 1994 ranged from a low o f 13°C on 21 May to a 

high o f 2 0 °C on 18 August (Fig. 4). Hypolimnetic temperatures generally stayed near 5°C  

5 throughout the season. Despite these vertical gradients, a strong thermocline was not apparent on any

o f the sampling dates (Fig. 4).

The abundance o f Daphnia£ 1.0 mm in the upper 10-m o f the water column remained high 

throughout the season, accounting for 91% of all Daphnia in this size-class in the water column (Fig. 

4). Maximum densities never fell below 9 100 m'3 (21 May), while the highest recorded density 

10 exceeded 17 300 m'3 (21 July; Fig. 4). These maximum densities were well above densities required

to saturate the functional response for each handling time (Fig. 3).

Growth rates o f kokanee collected from BM R  in 1994 and 1995 were relatively high. Mean 

length o f B M R  kokanee at age-1 (170 mm; Johnson et al. 1996) was greater than backcalculated 

length at age-1 reported in other lakes throughout the western United States (range = 78-156 mm, 

15 n = 8: B jornn 1961; Bowler 1976; Bowler 1979; Cordone et al. 1971; Clark and Traynor 1972;

Hanzel 1974a,Z>). Age-2 and -3 BM R kokanee each had the second largest length at age (264 and 335 

mm, respectively; Johnson et al. 1996) when compared tv- similarly aged fish throughout the west 

(age-2, range = 154-319 mm, n = 8; age-3, range = 209 - 362 mm, n — 7: Bjornn 1961; Bowler 1976; 

Bowler 1979; Cordone et al. 1972; Clark and Traynor 1972; Hanzel 1974a, Daily growth estimates 

20 o f BM R kokanee ranged from 0.41 to 1.39 g-day’1 for age-1 fish, 0.52 to 2.66 g-day'1 for age-2 fish,
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0 and 1.85 to 2.40 g-day'1 for age-3 fish (Fig. 5). All three age-classes showed a drop in daily growth

over the second half o f the field season (Fig. 5).

Simulations using the modified model (Table 1) and observed data from B M R  (Figs. 4 and 

5) corroborated results from earlier evaluations (Figs. 2 and 3). Daily growth estimates from the 

model indicated that different foraging strategies should be employed by different age-classes, but that 

5 these optimal strategies change seasonally with changes in prey and temperature distributions and

fish body size.

Early in the growing season (10 June), daily growth estimates o f age-1 kokanee were more 

sensitive to changes in feeding duration than to changes in handling times (Fig. 6a). Using the mean 

growth rate across all handling times for each o f the 4 (0.66 g-d'1) and 16-h (1.69 g-d1) feeding 

10 durations (Fig. 6a), the range in daily growth estimates was 163% o f the observed growth (0.80 g-d'

!). Using the mean growth rate across all feeding durations for each o f the 1.2 s (1.22 g-d'1)

and 0.33 s -Daphnia1 (1.39 g-d'1) handling times, the range in daily growth estimates was only 21%  

o f the observed growth. Similar comparisons for age-2 and -3 kokanee showed that modeled growth 

o f age-2 fish was also more sensitive to feeding duration than to handling time (90 versus 36%, 

15 respectively; Fig. 6b), whereas modeled growth of age-3 fish was more sensitive to handling time than

to feeding duration (151 versus 127%, respectively; Fig. 6c). Based on observed daily growth 

estimates (± 20% ), model simulations for 10 June suggest that age-1 kokanee should feed between 

4 and 6 h-d'1, age-2 between 12 and 16 h-d1, and age-3 between 8 and 16 h-d1 , depending on the 

handling time (Fig. 6).

20 The model also indicated a progression in kokanee migration strategies for 10 June. Age-1
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0 fish were predicted to feed at the surface and migrate the least, age-2 fish were predicted to feed at

or near the surface and migrate slightly deeper than age-1 fish, and age-3 fish were predicted to feed 

below the surface and migrate the deepest (Fig. 6). Within each age-class, foraging occurs higher in 

the water column and migration distances decrease with increases in feeding durations and/or 

decreases in handling times (Fig. 6).

5 Daily growth estimates from the modified B& A  model for age-1 kokanee during the middle

of the growing season (21 July) were again more sensitive to feeding duration than to handling time. 

Increasing feeding duration from 4 to 16 h changed daily growth by 135% compared to observed 

growth, whereas decreasing handling time from 1.2 to 0.33 1 changed daily growth by 47%

(Fig. 7a). Results (not shown) from simulations using the starting mass for age-1 fish on 10 June (60 

10 g) for the 21 July input data (Fig. 4) were qualitatively similai to growth estimates from 10 June. This

indicates that thè increasing (decreasing) sensitivity o f growth rates to handling time (feeding 

duration) for age-1 fish is a result o f increased body size rather than differences in the prey and 

temperature distributions on the two dates. Model growth rate estimates for age-2 fish on 21 July 

were nearly equally sensitive to changes in feeding duration and handling time (71 versus 61%, 

15 respectively; Fig. 7b). Age-3 fish were more sensitive to handling time than to feeding duration (140

versus 96% , respectively; Fig. 7c), similar to simulation results for 10 June (Fig. 6c).

Comparisons o f modeled growth estimates with observed estimates (±  20% ) on 21 July show 

that an increase in the amount of time spent feeding (compared to 10 June) was necessary for all age- 

classes to bound observed growth (Fig. 7). Age-1 fish needed to feed 6 to 12 h-d'1 to grow the 

20 observed 1.39 ±  0.28 g-d'1, age-2 fish 14 to 16 h-d'1 to grow 2.66 ±  0.53 g-d'1, and age-3 fish 10 to
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0 16 h-d'1 to grow 2.4 ±  0.48 g-d1 (Fig. 7). I f  the handling time o f age-3 fish was restricted to > 0.5

s-Daphnia'1, their modeled growth would only approach the observed estimate if  they fed for 16 h-d'1, 

demonstrating the importance o f an accurate handling time estimate for larger fish (Fig. 7c). 

Furthermore, simulations using the Wisconsin model for age-1 and -2 kokanee on this date show that 

these fish could not reach their observed growth when allowed to feed at maximum consumption (P 

5 = 1 .0 )  at their optimum temperature (Fig. 7a, b).

In general, results from the modified B& A  model also show that age-1 fish should forage at 

and migrate to deeper depths on 21 July than on 10 June. Age-1 fish will also feed closer to the 

surface and migrate less with increased feeding durations and/or decreased handling times. The 

migration strategy o f age-2 fish was to feed and migrate deeper than on 10 June. However, their 

10 migration strategy generally remained unchanged on 21 July regardless o f feeding duration or

handling time (Fig. 7b). The migration strategy o f age-3 fish on 21 July remained unchanged with 

feeding duration, but changed drastically with different handling times. For example, these fish 

migrated from 7.5 to 40 m with a handling time o f 0.33 s At the highest handling times,

they did not migrate, remaining at 40 m depth (Fig. 7c).

15 Results from model simulations for 18 August show that growth of age-1 fish was still more

sensitive to feeding duration than to handling time (442%  versus 212% , respectively; Fig. 8a), but 

that the difference was smaller than previous dates. Model growth o f age-2 and -3 fish was more 

sensitive to changes in handling time than to changes in feeding duration (398%  versus 336%, 

respectively, for age-2; 142% versus 24%, respectively, for age-3 ; Fig. 8b, c). Depending on handling 

20 time, age-1 kokanee needed to feed between 6 and 14 h-d'1 to bound the observed growth rate, age-2
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0 between 6 and 16 h-d'1, and age-3 between 12 and 16 h-d’1 (Fig. 8). The required feeding duration

o f age-2 fish dropped dramatically - a result o f the substantial drop in the observed growth rates 

(from > 2.5 to < 1.0 g-d'1; Fig. 5b).

Optimal migration strategies for 18 August, when surface water temperature was highest, 

show that age-1 fish will feed at and migrate to deeper depths than on 21 July. However, migration 

5 strategies within this age-class did not change very much with feeding duration or handling time (Fig.

8a). Migration strategies for age-2 and -3 fish are similar to their respective migration patterns on 21 

July (Fig. 8b,c).

Discussion

10 In this study, we have modified the original B& A  model to provide comparable results to the

corroborated Wisconsin model, and to calibrate the new model using field observations. The process 

o f evaluating the sensitivity o f the model and identifying combinations o f inputs that bounded 

observed growth uncovered some interesting predictions about the foraging ecology o f kokanee. 

First, the model predicted an ontogenetic shift in foraging strategy when kokanee reached 

15 approximately 300 g. Foraging strategies of kokanee < 300 g should be to increase their feeding time,

while strategies for fish > 300 g should be to reduce their handling times. This shift in feeding strategy 

is a result o f changing stomach capacities o f the fish. I f  we assume that consumption o f larger prey 

is equivalent to more efficient consumption o f smaller prey, then the preliminary sensitivity analysis 

(Fig. 2c, d) demonstrates the relationship between stomach capacity and foraging strategy. While 

20 feeding on the smallest prey sizes (1.75 mm), the stomach capacity o f smaller fish was reached
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0 quickly while consuming at maximum rates. The only way to increase consumption (i.e., growth) is

to spend more time feeding. Conversely, larger fish were not limited by stomach capacity while 

feeding on 1.75-mm Daphnia. Therefore, increasing prey size to 2.25 mm (or increasing the rate at 

which 1.75-mm Daphnia are consumed) resulted in a much larger increase in growth.

Second, the model results suggested that age-3 kokanee required very short handling times 

5 (0.33 s -Daphnia'1)to allow sufficient consumption rates to match their observed daily growth later

in the season. Laboratory observations made by Hyatt (1980) demonstrated that age-0 kokanee are 

particulate feeders. However, it is difficult to accept that kokanee could feed on 3 s' 1 with

this feeding mode. Such a short handling time suggests the ability to forage by gulping and/or 

filtering, and simple calculations show that this hypothesis is tenable. Mouth gape area measurements 

10 made on adult kokanee (mean mass 511.2 g) collected from BM R  averaged 0.0004 m2 (JD S,

unpublished data). At 10°C, these fish have an optimum swimming speed o f 0.33 m-s' 1 (Beauchamp 

et al. 1989, Table 1). Using mean prey density o f 17 500 m'3 (maximum observed densities

in BM R; Fig. 4), and the equation

I” 41 HandlingTime = -------------------------------i-------------------------------,
L J Mouth Area • SwimmingSpeed * Prey Density ¡1

potential in situ handling time is estimated to be 0.43 s Given the integrated nature o f

15 zooplankton samples collected by the Clarke-Bumpus, it is likely that kokanee can experience much

higher densities than 17 500 Daphnia-m'3 in BM R. Consequently, handling time could easily reach 

0.33 s- Daphnia'1.

While Hyatt (1980) did not observe filter feeding in kokanee during feeding experiments using
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0 Daphnia  spp., maximum prey densities used in his experiments were 2 000 m'3, compared to

epilimnetic densities of 9 000 to 17 500 m'3 in BMR. We are not aware o f any other studies that have 

specifically examined the foraging behavior o f kokanee at such high zooplankton densities. Some 

studies have indicated that prey intake by other planktivorous fishes can be maximized by switching 

from particulate to filter feeding when prey concentrations exceed some critical threshold (e.g., 

5 Gibson and Ezzi 1992).

Third, when allowed to feed for 16 h (midsummer day length) in the modified model, age-1 

BM R kokanee were predicted to have maximum growth rates nearly double the maximum scope for 

growth estimate (at the optimum temperature) from the Wisconsin model (Figs. 6a-8a). In this case, 

only a small portion o f the difference ( - 10% ) can be attributed to the energetic efficiency o f  vertical 

10 migration - smaller fish are more tolerant o f warmer water and therefore not as restricted in their

upper thermal range compared to larger fish. Rather, the differences in predicted growth rates are a 

result o f the differences in maximum consumption rate in each model.

The discrepancy points out the need to accurately extrapolate from laboratory feeding 

experiments to feeding behavior in the field. This is an important issue given the exciting 

15 technological advances in spati ally-explicit modeling o f predator-prey interactions (Brandt et al. 1992;

Mason and Patrick 1993, Mason et al. 1995). We suspect that feeding rate predictions differ due to 

different time scales used in each model. In the modified B& A  model, fish feed in 30-min time steps. 

Maximum consumption over 24 h is determined by feeding duration, stomach capacity, and gastric 

evacuation rate. Additionally, the functional response was derived at a 1-min time scale with fasted 

20 fish, and therefore motivation to feed is maximal in the model as long as there is any unfilled stomach
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0 volume. Because satiation does not enter directly into the calculation o f situ feeding rate, long

feeding durations may predict unrealistic daily consumption rates in the modified model. However, 

Godin (1981) experimentally demonstrated that feeding rates ofjuvenile pink salmon (O. ),

after satiation, were approximately equal to their gastric evacuation rate. More work is needed to 

determine the importance o f satiation on the functional response o f age-1 and older kokanee .

5 In the Wisconsin model, maximum daily consumption rate was derived from feeding

experiments where fish were fed excess rations three times a day (Brett et al. 1969, Brett 1971). It 

is not clear how scaling three distinct feeding bouts to 24 h might affect maximum daily consumption 

estimates; compared to a more continuous feeding regime typical o f a pelagic planktivore. 

Furthermore, results o f feeding experiments using pelleted food may not be applicable to fish in the 

10 wild (Beauchamp et al. 1989). Beauchamp et al. (1989) state that their model o f maximum

consumption should be considered an hypothesis. In light o f our results, we hypothesize that 

maximum consumption rates o f age-1 kokanee (< 1 5 0  g) can be considerably higher than previously 

predicted by the Wisconsin model.

Alternatively, Luecke and Brandt (1993) found that rainbow trout increased the mass o f 

15 Daphnia in their stomachs by reducing (squeezing out) the water content o f their prey. This

effectively doubled the energy density of the Daphnia. I f  kokanee are capable o f this, then our model 

would overestimate the feeding durations and/or underestimate the prey handling times required to 

bound observed growth. It would also explain why growth estimates from the Wisconsin model 

required a P > 1.0 to approach observed growth of age-1 and -2 kokanee in July. However, even 

20 doubling growth estimates from our modified model for age-3 kokanee in August would still require

26



Stockwell & Johnson

0 a feeding rate o f 3 Daphnia-s'1 to approach observed growth.

Finally, the model predicted ontogenetic shifts in migration strategies at both seasonal and 

annual time scales - consistent with expectations from the bioenergetics principle that thermal optima 

are mass-dependent. As the growing season progressed, age- 1 fish in the modified model fed at 

greater depths and migrated longer distances. Age-2 and -3 fish showed similar but weaker patterns 

5 for the first half o f the growing season. Across age-classes, the model demonstrated that older fish

tend to feed at and migrate to greater depths at any given point in time.

For all simulations, we kept kokanee reaction distance constant (0.08 m) regardless o f feeding 

depth. This is an unlikely assumption given the changes in light level with depth at both diurnal and 

seasonal time scales. Based on secchi depths for Blue Mesa Reservoir on the three simulation dates 

10 (2.9, 3.9, and 5.6 m for June, July, and August, respectively; BM J, unpublished data), calculated

changes in percentage transmission o f surface light from a depth o f 2.5 to 12.5 m as a function o f 

secchi depth (Wetzel 1983), and measured reaction distances o f several fish species over a range o f  

light intensities (O'Brien 1979), we reduced kokanee reaction distance to 0.04 m and ran several 

simulations across the three simulation dates. Decreased reaction distance did not affect model 

15 growth rates o f smaller kokanee because their smaller stomach capacities were saturated at the high

prey densities. However, model growth rates o f fish that were predicted to maximize growth by 

feeding at 12.5-m depth (age-2 kokanee in August, and age-3 model kokanee in July and August) 

were reduced two to five times. Consequently, the optimum migration strategies in these cases shifted 

to feeding depths o f < 10 m, where light levels and reaction distances would be presumably greater. 

20 However, growth rates would be lower than initial simulations (reaction distance 0.08 m) because
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0 of warmer temperatures at these feeding depths. This is particularly important to note for age-3 fish

in August, where the gap between observed and model growth would widen, enforcing the notion 

that these fish might have to feed at a greater rate and/or for longer periods o f time. Future 

modifications to the functional response to include the effects o f light levels on reaction distance 

would add another level o f sophistication to the model, and might provide more insights into the 

5 foraging ecology o f kokanee.

We have been sampling kokanee with both experimental vertical gill nets and sonar since 1993 

to examine diets and to estimate population abundances. The sampling designs employed do not 

provide adequate temporal resolution and coverage to appropriately test our model predictions o f  

migratory behavior. Other studies have found similar differences between day and night vertical 

10 distributions o f kokanee (e.g., Finnell and Reed 1969; Maiolie and Elam 1996), although these

patterns are not ubiquitous and may even be reversed (e.g., Chapman and Fortune 1963; Levy 1991). 

A comprehensive series o f  diel surveys in BM R is planned for the 1997 field season to corroborate 

model predictions.

The model predictions, while not fully tested in this study, demonstrate the predictive 

15 capabilities that are possible by adding more ecological realism to the bioenergetics framework.

Despite enjoying wide use, application, and in a few cases corroboration (Hanson et al. 1993; Ney 

1993), the Wisconsin model lacks some o f this ecological realism. Ecosystem managers need 

predictive models to forecast individual responses and community and ecosystem consequences o f  

natural and anthropogenic environmental change. In reservoirs, climate and water management 

20 interact to determine stratification patterns, with obvious implications for lentic biota. In response to
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0 the increasing demand on reservoir water in the western United States to serve an expanding range

o f purposes, traditional reservoir operation schedules are being changed. Large releases to simulate 

natural floods for downstream habitat restoration (Wuethrich 1996), periodic releases to help 

transport salmon smolts to the ocean (Berggren and Filardo 1993), and spring releases to mimic a 

natural snowmelt hydrograph and improve spawning conditions for endangered Colorado River fishes 

5 (Tyus 1992) all are significant departures from historic operations. Few, if  any studies have addressed

the upstream (reservoir) effects o f these new operation strategies.

Our intent in further developing the B& A  approach was to generate a modeling framework 

that was sufficiently realistic and accurate to predict effects o f seasonal variation in vertical gradients 

o f  temperature and prey density on kokanee growth, behavioral response, and population 

10 consumption demand. It is reasonable to hypothesize that changing reservoir operations could alter

temperature and prey stratification, imposing constraints on kokanee depth distribution, especially 

in reservoirs such as BM R  that are near the upper thermal limit for kokanee. Consequences might 

include reduced access to predominately epilimnial zooplankton resources, reduced scope for growth, 

and increased spatial and temporal overlap with, and hence, predation risk from the primary piscine 

15 predator, the lake trout (e.g., Martinez and Wiltzius 1995). The modeling framework further

developed here provides the means to predict the effects o f reservoir stratification scenarios on fish 

behavior and growth, and as such, could be a powerful tooi for understanding the ecological effects 

o f anthropogenic environmental change.
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5 List of Figures

Figure 1. Comparison o f estimates from the B&A, modified B&A, and Wisconsin bioenergetics 

models for a 500-g kokanee under standard simulation conditions (see text). (A) Scope for growth 

estimates as a function o f temperature for all three models. (B) The energy budget from the B& A  

model as a function o f temperature. Scope for growth is represented by area between total respiration 

10 (R) and consumption (C) minus losses curves. (C) and (D) Same as (B ) but for the Wisconsin and

the modified B& A  models, respectively.

Figure 2 . (A) Scope for growth estimates for a 500-g kokanee as a function o f temperature and 

feeding duration for the modified B&A model. Scope for growth estimates from the Wisconsin model 

15 are also shown. (B) Same as (A) but for a 100-g kokanee. (C) Scope for growth estimates for a 500-g

kokanee as a function o f feeding duration and prey size for the modified B& A  model. (D) same as 

(C) but for a 100-g kokanee.

Figure 3. (A) Comparison o f original (Hyatt 1980) and modified functional responses. Hyatt's (1980) 

20 functional response was determined using lab experiments with 15-g kokanee at 10°C. The solid line
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0 describes the functional response by C=Z/(0.0138-Z+11.5), where C is consumption min'1)

and Z is Daphnia density (m'3). The dotted line indicates the modified functional response (see Table 

1), using a 15-g kokanee at 10°C, with a handling time o f 1.2 s (B ) Sensitivity o f the

modified functional response when fish body size and handling times are varied.

5 Figure 4. Vertical profiles o f temperature and densities of > 1 .0  mm in Sapinero Basin, Blue

M esa Reservoir, 1994. Asterisks indicate data used as inputs to the modified B& A  model for 

comparison o f model growth estimates with field observations.

Figure 5. Observed masses and daily growth estimates o f (A) age-1, (B) age-2, and (C) age-3 

10 kokanee from Blue Mesa Reservoir, 1995. Exponential growth was used to generate daily growth

estimates (see text). Daily observed growth is plotted on limnological sampling dates (Fig. 4) to 

compare with estimates generated by the modified B& A  model.

Figure 6 . Daily growth estimates from the modified B& A  model for (A) age-1, (B) age-2, and (C) 

15 age-3 kokanee, using limnological data from 10 June 1994. Starting masses o f kokanee for model

simulations, as determined from field observations, were 59.79 g for age-1, 222.87 g for age-2, and 

575.07 g for age-3. The horizontal dotted lines represent daily growth from field observations for the 

same date, while the horizontal dashed lines indicate maximum scope for growth at optimum 

temperature as predicted by the Wisconsin model. Solid squares connected by vertical lines indicate 

20 depths o f migration strategies from the modified B& A  model that maximized growth for the given
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0 feeding duration and handling time.

Figure 7. Same as Figure 6, but for limnological sampling date 21 July 1994. Starting kokanee masses 

for simulations were 103.38 g for age-1, 314.70 g for age-2, and 666.46 g for age-3. Single solid 

square for a given feeding duration and handling time indicates migration strategy that maximized 

5 growth was to remain at the indicated constant depth for the entire 24-h simulaton.

Figure 8 . Same as Figure 7, but for limnological sampling date 18 August 1994. Starting kokanee 

masses for simulations were 121.15 g for age-1, 342.45 g for age-2, and 722.34 g for age-3.
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0 Table 1. The modified B& A  model as developed from Bevelhimer (1990) and Bevelhimer and Adams (1993). Sources are as follows: 1)

Gerritsen and Strickler (1977), 2) Thornton and Lessem (1978), 3) Beauchamp et al. (1989), 4) Hyatt (1980), 5) Brett (1971), 6) Dumont 

et al. (1975), 7) Elliott and Persson (1978), 8) Brett and Higgs (1970), 9) Bevelhimer and Adams (1993), 10) Hewett and Johnson (1992), 

11) Brett and Groves (1979), 12) Richman (1958). Note that 1 cal = 4.184 J.

Parameter Value Source

5 Consumption (C)

C (Daphnia-min'1) [E-Z]/[(l+(E-Z-h)]-TL-60

E, volume searched (m3) (Tt-R/ys-^V+u^/v 1

TL, Thornton-Lessem function [(0.58- e(0'21(T'3)))/( 1+0 .5 8 • f e(0,21 (T'3))- 1))] • [(0 .5 • e(0-97t24'T)))/( 1+0.5- ( e (0 97(24'T))_ i ))] 2,3

Rd, reaction distance (m) 0.08 4

10 v, kokanee swimming speed (cm-s'1) 9 g.eCo.ows-TXjyjo.is 3

u, Daphnia swimming speed (cm-s'1) 

Z, prey density ( 3)

0

h, handling time (s 0.33-1.2

T, temperature (°C )

15 M, kokanee mass (wet g)

stomach capacity (wet g) [14. l-4.95-log10(M)]/100 for M <  253.5 g; 0.022-M  for M *  253.5 g 5
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m, Daphnia mass (wet ifig) 0.052-Ld3012 6

Ld, Daphnia length (mm) 

Digestion (D)

D (cal-t'1) [((C-m-M0/r)-(l-e"rt))+(C-m-t)]-Edap 7

r, digestion coefficient 0.0140-T-0.0154 8

Mo, initial stomach content mass (wet g)

t, model time step (min) 30 9

Respiration (R)

R  (cal-g^-t*1) 0 .00143-M"a209-e(0086'T)-ACTlViTY-oxycal-t/tday 3

ACTIVITY (0.0234VEL)
3

VEL 9  9 . e (0 0405-T).jvj0.13
3

oxycal, oxycaloric conversion factor (cal-g' 1 0 2) 3241

tday, length o f day (min) 1440

Egestion (F)

F (cal-t'1) 0 .455-r°-222-D 1 0

Excretion (U)

U (cal-t"1) 0 .0233-Ta58<)-(D-F) 1 0

Specific Dynamic Action (SDA)
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SDA ¡ f j g j 0.14-(D-F) 11

Energy Density

E dap (cal- wet g'1 Daphnia) 586 12

E kok (cal-wet g'1 kokanee) 1.851-M+1250 for M  ̂ 196 g; 0.1254-M +1588 for M > 196 g 10
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Experimental Flooding 
in Grand Canyon

Scientists monitor a controlled deluge that was staged 
in the early spring o f  199 6  solely for the benefit 

o f  the environment in and around the Colorado River

by Michael P. Colliei; Robert H. Webb and Edmund D. Andrews

8 or more than three decades, Glen 
Canyon Dam has impounded 
the flow of the Colorado River 

above Grand Canyon, the vast winding 
chasm in America’s southwestern desert 
that ranks as one of the wonders of the 
natural world. Although many people 
recognized that damming the flow would 
destroy the river upstream, few antici­

pated that there might be serious envi­
ronmental consequences downstream. 
But over the years, scientists, government 
officials and professional river guides 
have become increasingly aware of 
troubling changes within Grand Canyon.

These alterations have occurred be­
cause the dam replaced the Colorado’s 
natural pattern of forceful summer flood­

ing with a gentle daily ebb and flow dic­
tated entirely by the electrical power 
demands of distant cities. The dam thus 
eliminated the normal seasonal varia­
tion in river flow and ended the im­
mense floods that had annually washed 
through the canyon. Although these 
floods had lasted only a few weeks of the 
year, they had been the principal force

sculpting the river corridor. The flood- 
waters routinely stripped all but the high­
est vegetation from the channel banks, 
deposited sandbars and plucked boul­
ders out of rapids. Af̂ er Glen Canyon 
Dam went into service, exotic flora en­
croached, sandbars disappeared and 
boulder piles clogged the main channel.

So as dozens of scientific observers 
(including the three of us) made ready, 
the secretary of the interior, Bruce Bab­
bitt, launched a bold experiment in en­
vironmental restoration at 6 :20  A.M. on 
March 26 . 1996~ opening the first of 
four giant “jet tubes’* at Glen Canyon 
Dam. Over the next nine hours, the oth­
er three tubes and the eight hydroelec­
tric turbines added to the torrent, which 
grew to 1,270 cubic meters per second— 
a discharge 50 percent greater than the 
maximum flow through the turbines 
alone. As the surge of water mounted, 
the surface of the river rose five meters 
higher than usual. In all, 900  million 
cubic meters of water coursed through 
the canyon during the weeklong exper­
iment. Never before had an intentional 
flood been released specifically for envi­
ronmental benefit, and we were eager 
to help assess the results.

A Changed River

A long with many other scientists who 
JL jL monitored the experimental flood­
ing, we have been aware that conditions 
in the canyon had been evolving dramat­
ically since Glen Canyon Dam bepn 
operations in 1963. After construction 
of the dam, virtually all sediment com­
ing from upstream was trapped above 
the dam, in the newly created Lake Pow­
ell, and most sandy beaches in Grand 
Canyon began slowly but steadily to 
vanish. By the time the test flood was 
planned, some rapids in the river had 
become so obstructed by coarse debris 
swept down from side canyons that par­
ticular stretches had become extremely 
difficult to navigate. The bridled river 
did not have sufficient power to clear 
away the boulder-filled deposits. Many 
people familiar with the canyon had 
also observed dramatic alterations* to 
the vegetation since the dam was built. 
Native coyote willow, as well as exotic

tamarisk, camelthorn and even bermu- 
da grass, took root on beaches that had 
previously been bare. Mature mesquite 
trees growing at the old high waterline 
began to die.

But not all changes brought about by 
the damming of the river were obviously 
undesirable. Trout—which did not live 
there before in the relatively warm, tur­
bid waters of the free-running river- 
flourished in the cold, clear water below 
the dam. Stabilization of flow favored 
trees and shrubs on the riverside, which 
provided new homes for some endan­
gered birds. The green ribbon of new 
vegetation made the once barren canyon 
appear more hospitable to other kinds of 
wildlife as well—and to countless camp­
ers who traveled the river for recreation.

Indeed, the many beneficial changes 
to the canyon ecosystem may have di­
verted attention from some of themore 
disturbing trends. It was not until 1983 
that many scientists and environmen- 
ftritsts-mokTull noricetrfrheTmfxrftant 
rolerhatHoods originally played in shap­
ing the Canyon. In June of that year; a 
sudden melting of the winter snowpack 
rapidly filled Lake Powell and forced the 
operators of Glen Canyon 
Dam to release water at a K 
rate of 2,750 cubic meters § 
per second. This flow was * 
far smaller than some re- | 
corded flood episodes, but s 
it still constituted a mo­
mentous event.

This emergency release 
in 1983 required the first 
use of the “spillways’*— 
giant drain tunnels carved 
into the walls of Glen Can­
yon alongside the dam.
The operators of the dam 
had at first been dis­
mayed—and then gravely 
concerned—to see the out­
flow turn red as swiftly 
moving water plucked first 
concrete and then great 
blocks of sandstone from 
the spillway tunnels. Some 
feared that destruction of 
the spillways could catas­
trophically undermine the 
dam. Fortunately, the cri-

JETS OF WATER (opposite page) emerge during the experimental flood 
from four steel drainpipes built into the base of Glen Canyon Dam 
[right). The water stored in the adjacent reservoir, Lake Powell, can also 
flow through the hydroelectric turbines situated underneath the dam or, 
if there is urgent need to lower the lake, through the two “spillway run­
nels” carved into the canyon walls (visible al right, below the dam).

C o p y

sis passed, and engineers were able to re­
design the spillways to minimize “cavi­
tation.” This phenomenon (formation 
of a partial vacuum within a moving 
liquid) had sucked material from the 
tunnel walls and caused them to erode 
with startling speed.

The downstream effects of the 1983 
flood also took others by surprise. When 
the waters receded from the flooded 
banks, scientists and guides familiar with 
the river were stunned to see many of 
the formerly shrunken beaches blanket­
ed with fresh sand. The flood had killed 
some exotic vegetation that had grown 
artificially lush and had also partially re­
stored riverine animal habitats in many 
spots. Had several years of ordinary 
dam operations followed, many people 
would have hailed the 1983 flood for 
improving conditions in the canyon. In­
stead runoff in the Colorado River ba­
sin during the next three years remained 
quite high, and the operators of Glen 
Canyon Dam were forced to release huge 
amounts—an average of 23 bijlipn cubic 
meters of water every year Flows Com­
monly reached 1,270 cubic meters per 
second, for at least brief periods, each

Experimental blooding in Grand Canyon



' year through 1986. The beaches that had 
been built up in 1983 soon washed away.
A single flood, it seemed, could create 
beaches; frequently repeated floods could 
•destroy them.

Time for Another Flood?

■s scientists learned more about risks 
. and benefits of flooding in the can­
yon, many of those interested in the fate * 

of the river began to recognize the need 
to restore flooding of some type. Most 
geologists who had studied the move­
ment of sediment by the Colorado River 
were convinced that an artificial flood 
would benefit the canyon, and they be­
gan championing that idea within the 
scientific community in 1991. But dur­
ing discussions, some biologists worried 
aloud that a flood would jeopardize the 
gains that had been made within the 
canyon by several endangered species. 
A few geologists, too, were concerned

that the beaches nearest Glen Canyon 
Dam might be inadvertently washed 
away. And anthropologists working in 
the canyon expressed concern that new 
flooding would accelerate erosion and 
threaten the integrity of archaeological 
sites next to the riven 

Yet the overall sentiment was that pur­
poseful flooding would be more bene­
ficial than harmful and should be ar­
ranged. By 1993 the murmurs in favor 
of a flood had turned to shouts. Some of 
the loudest voices came from river guides 
who were being forced to find camping 
sites on smaller and smaller beaches— 
despite the fact that millions of metric 
tons of sand were reaching the Colora­
do every year by way of its two main 
tributaries below the dam, the Paria and 
Little Colorado rivers. Under the normal 
operating regime of Glen Canyon Dam, 
only 450,000 metric tons of this sand 
wash downstream and out of Grand 
Canyon. So sand was filling the can-

JULY

yon, but it was not accumulating on the 
banks. Rather it was settling out of sight 
on the bottom of the river.

Along with others at the U.S. Geolog­
ical Survey (USGS) and the Bureau of 
Reclamation’s Glen Canyon Environ­
mental Studies program, we were cer­
tain that a flood would stir up these de­
posits and drape them along the banks, 
just as the river had done before the 
dam had reined it in. But what sort of 
flood would be most appropriate? The 
people debating that question agreed 
that the best time of year for an initial 
test would be during a narrow window 
in late March, when fish were least like­
ly to be spawning and troublesome 
tamarisk plants would not yet be able 
to germinate. A date at that time would 
also assure that most bald eagles and 
waterfowl that had wintered in the can­
yon would have already left. Still, the 
optimum choice for the size of the flood 
remained elusive.

One reason for that difficulty was that 
the quantity of sand moved by a river 
varies quite strongly with the rate of dis­
charge: when the discharge rate doubles, 
the flux of sand increases eightfold. Con­
sequently, for a given flood volume, more 
sand will be stirred up and deposited 
on the banks by a large flood that runs 
for a short time than by a lesser flood of 
longer duration. One of us (Andrews) 
argued for a release at the rate of 1,500 
cubic meters per second, which would ; 
have been close to two thirds the size of 
the typical annual flood before the dam 
was built. After all, if the goal was to re­
store a critical natural process, why not | 

1 try roughly to approximate that level? £ i
But there was an important logistical 

constraint: flows greater than 1,270 cû  
bic meters per second through the dam 
would require the use of the spillways. 
Despite having made repairs and im­
provements, officials at the Bureau of 

- Reclamation were reluctant to risk rep- 
x etition of the frightening experience of 

1983. Restricting the flood to 1,270 cu­
bic meters per second would also mini­
mize the threat to an endangered species 
of snail that lived near the dam. Most 
proponents of flooding felt that this lev­
el was a reasonable compromise. They

DISCHARGE of water during the experi­
mental flood of 1996 may have appeared 
extremely powerful (photograph), but the 
flow maintained for that one week is 
dwarfed by natural events of the past, such 
as the flood of 1957 (chart), which endured 
for much of the spring and summer.
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agreed that the flood would last one 
week—enough time to redistribute a 
considerable amount of sand but not so 
long as to deplete all sand reserves at the 
bottom of the riven 

O n  the eve of the test, our biggest fear 
w as that the water would not have the 
power needed to build sizable beaches.
But John C. Schmidt, a geologist at Utah 
State University who had also favored 
the flooding experiment, had a bigger 
concern. He worried that something 
might unexpectedly go wrong: Would 
scientists in their arrogance ruin what 
was left of the heart of Grand Canyon?

On a Rising Tide

On March 26 the flood began on 
schedule. The waters of the river 

rose and raced down the canyon. On 
signal, scientists from the USGS released 
30 kilograms of a nontoxic fluorescent 
dye into the river a short distance down­
stream from the dafoi They used the 
chemical to track the velocity of the wa­
ter by measuring the arrival of this dye 
at six sites spaced throughout the can­
yon, where they had placed sensitive 
fluorometers. A numerical model devel­
oped by researchers at the USGS accu­
rately predicted the progress of the 
flood. The model and measurements 
showed that the floodwaters accelerated 
as they ran through the canyon, pushing *_ 
riverwater so far ahead that the first crest i I 
reached Lake Mead at the downstream 
end of the canyon almost a day before 
the actual waters of the flood arrived.

On its way west to Lake Mead, the 
flood reshaped many parts of the river.
For example, at a stretch of rapids called

COLORADO RIVER flows westward 
across Arizona from Lake Powell to Lake 
Mead (map). Between these points, the 
river receives massive injections of sandy 
sediment from the Paria River (photo­
graph) and the Little Colorado River, its 
two main tributaries.
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Lava Falls, about 300 kilome­
ters below the dam, the river 
rose against a fan-shaped 
bank of loose mud and boul­
ders that had been formed 
one year earlier after a debris 
flow roared down a small 
side canyon. The material 
deposited by that cascade of 
rock and mud had narrowed 
the Colorado—normally 50 
meters wide there—by almost 
20 meters. Although some 
geologists had previously con­
cluded that very large floods 
would be required to clean 
out such constrictions, we 
believed this flood would be 
sufficient to do the job.

And so we were quite 
pleased to see just how effec­
tive the experimental flood 
proved. As discharge of the 
river surpassed 850 cubic me­
ters per second at Lava Falls 
on March 27, the energized 
water quickly cut through the 
new debris fan, reducing its 
size by one third. We studied 
that event by placing radio 
transmitters in 10 large stones

positioned originally near the top of the 
rapids. Despite their considerable size 
(up to 0.75 meter across), all 10 rocks 
traveled downstream during the flood. 
Using directional antennas, we subse­
quently located eight of the boulders. 
The great stones had moved, on average, 
230 meters.

Besides tracking boulders at Lava 
Falls, we worked with several colleagues 
to measure the deposition of sand at 
some other key locales. For those stud- 
ies, we chose five eddies—places where 
the river widens abruptly, and water 
swirls upstream near the banks. Em­
ploying laser tracking equipment and a 
small boat equipped with a sonar depth 
finder, we charted the sandy bottom dur­
ing the flood. The results were quite sur­
prising. We found that a great deal of 
sand accumulated in the first 36 to 48 
hours. But as the influx of sand slowed, 
the bottom of the eddy began to lose 
sand back into the main channel.

This behavior initially puzzled us, but 
after we examined the measurements 
more carefully, we realized that much 
of the sediment had originally settled 
above its so-called angle of repose, an 
unstable configuration that resulted in 
some newly deposited sand slumping

back into the main channel. Still, we 
found that the overall amount of sand 
after the flood had increased in all five 
places we mapped.

Many other scientists made impor­
tant observations during the course of 
the flood. Near the lower end of Grand 
Canyon, our colleague J. Dungan Smith 
measured the velocity of the river and 
concentration of sediment held in sus­
pension by the turbulent water. His goal 
is to compare the quantity of sediment 
washed out of the canyon during the 
flood with the amount normally deliv­
ered into the canyon by the Paria and 
Little Colorado rivers. Smith is still an­
alyzing his data, but he should soon be 
able to predict how often floods could 
be staged without depleting the existing 
sand reserve.

Several other scientists took special 
interest in the movement of sand. Using 
optical sensors and sonar equipment 
borrowed from his oceanographer col­
leagues at the USGS, David M. Rubin 
studied the sediment concentration of 
water entering an eddy and character­
ized the fine-scale patterns in the depo­
sition of this sand. Working at the same 
site, Jon M. Nelson documented the cu­
rious behavior of swirling vortices that

fonn in a line where the main 
downstream current rushes 
past a slower upstream-flow­
ing eddy. Nelson observed 
that as the main current push­
es these vortices downstream, 
the vortices tip over, because 
flow is slowed near the chan­
nel bottom where friction is 
greatest. In this canted posi­
tion, he reasoned, the vorti­
ces should then act tp sweep 
sediment out of the main cur­
rent and into the eddy.

But sediment came and 
went within the eddy at rates 
far greater than anticipated. 
With a sinking feeling, Ru­
bin and Nelson watched as 
$70,000 worth of borrowed 
equipment was first buried, 
then excavated and finally 
carried away by the water. 
They were fortunate enough 
to have collected sufficient 
data to show that the vortex 
“sediment pump” operated 
as they had predicted. So 
their ideas withstood the test 
flood, even though much of 
their equipment did pot. *

SAND DEPOSITION within an eddy, a place where water swirls in the up­
stream direction near the banks, raised the bed of the river along one mar­
gin (tan areas in diagrams) in the first days of the flood. Later during the 
flood, much of that sand escaped back into the main channel (blue areas in 
diagrams). To collect this record of sediment accumulation and removal, a 
boat fitted with an acoustic echo sounder (photograph at left) measured 
the depth of the water, and surveying equipment on land tracked the posi­
tion of the boat (photograph at top).

SCIENTIFIC STUDIES carried out during the experimental flood included 
documentation of fine-scale patterns of sand deposition using plaster molds 
(bottom right), time-lapse videography of the floodwaters (bottom left) and 
measurement, by means of a directional antenna (top right), of the displacer 
ment of boulders that were fitted with radio transmitters.

3 I § i S P ! ^
DAY i V & f  DAY 3

^ W m m
i} % PREDIO»®?

^  v jêSBB ÆSêB  7ì.

tp rrn

NORTH
ELEVATION 

OF RIVER BOTTOM100 METERS

Experimental Flooding in Grand Canyon86 ; Scientific American January 1997 Experimental flooding in Grand Canyon Scien tific  AmericUn January 19*



As expected, a good deal to protected areas along the riverbank. 
of the newly deposited sand Other investigators determined that the 
quickly eroded, but months floodwaters had hardly disturbed the 
later much of it still remained ubiquitous cladophora algae and asso- 
at those sites monitored by ciated invertebrates, which constitute an 
scientists—and at many oth- important source of food for fish, 
er places as well. During the But the effects on other components 
summer of 1996, many long- of the local biota are still a matter of in­
time observers believed the tense debate. Lawrence E. Stevens, a bi- 
Colorado Rivet had taken ologfst with the Bureau of Reclama- 
on something of its original tion, has studied the river for 25 years 
appearance. Those impres- as an entire suite of animals—some en-
sions echoed the more care- dangered—migrated into the canyon and 
ful assessment of Lisa H. survived in the artificial environment 
Kearsley, a biologist working created by Glen Canyon Darn. He is 
for the Bureau of Reclama- concerned that intentional flooding may 
tion. She tracked the fate of threaten the existence of some species 
almost 100 beaches through- protected by the Endangered Species Act, 
out the canyon and conclud- such as the humpback chub (a fish), the 
ed that 10 percent of them southwestern Willow Flycatcher (a bird) 
were diminished by the flood, or the Kanab ambersnail. But we would 
whereas 50 percent were aug- argue that floods were part of the natu- 
mented, and the remainder ral cycle of the Colorado River in the 
were unaffected. Six months past, and many species, both common 
after the flood, she found and endangered, have adapted to this 
that much sand had slipped process as long as there has been a Grand 
back into the river, but there Canyon—for about five million years, 
was still more beach area Restoration of flooding may be detri- 
than before. mental to some organisms, but we and

The expanded beaches many of our colleagues hypothesize 
should please campers in that in the long run a collection more 
years to come, but scientists resembling the native fauna will return, 
are also anxious to know
how the flood might have af- Epilogue
fected many less vocal resi- • - • • d *■ •
dents of the canyon. Because T̂ V id the flood work? It deposited sig- 
the earlier unintentional flood U  nificant amounts of sand above the 
of 1983 had hurt the trout normal high-water line and rejuvenated 
fishery, some biologists were some backwater habitats important to 
particularly concerned that spawning fish. The flood widened the 
the experimental flood of two largest rapids on the river. Archae- 
1996 would wash many fish ological sites along the edge of the river 
far downstream. To find out, were neither helped nor hurt by the high 
biologists stationed below water; most of the encroaching yegeta- 
Lava Falls during the experi- tion was similarly unaffected, 
mental flood placed nets in So in our view the environmental ben- 
the river. These scientists cap- efits outweighed any damage. But one 
tured a few more trout than needs to consider other costs as well, 
they would have otherwise Five months after the flood, David A. 

s done, but their tests did not Harpman, an economist with the Bu- 
| show any flushing of native reau of Reclamation, was analyzing fac- 
| fishes, whose ancestors had, tors that bear on the final price tag. Be- 
| after all, survived many larg- cause power had been continuously gen­
ii er natural floods. The biolo- erated during the flood even at times 
| gists surmised that the native when demand was low, and because the 
5 species (and most of the trout) huge quantity of water sent through jet 
1 must have quickly retreated tubes produced no electricity at all, he

LAVA FALLS, a stretch of rapids in the Colorado, was narrowed by coarse, 
rocky material that had washed down a side canyon and spread into a fan­
shaped deposit. An aerial photograph taken before the flood (top left) shows 
an obvious constriction in the river. A matching photograph taken after the 
flood (bottom left) reveals that much of the debris has been cleared away.

Experimental Flooding in Grand Canyon

REJUVENATED BEACHES, such as the one enjoyed by these 
kayakers, signal that the flood restored habitats along the river's

edge to a more natural configuration. Such changes should, for 
example, benefit native fish, which spawn in the shallows.

estimates that the Bureau of Reclama-. 
tion has foregone about $1.8 million in 
lost revenue (about 1 percent of the to­
tal yearly income from the sale of elec­
tricity). Add to this expense the price of 
the scientific studies, and the total cost 
of the experiment almost doubles.

Because similar expenditures will be 
incurred during future floods, the Bu­
reau of Reclamation will want to know 
precisely how big and how often floods 
will be needed to support the environ­
ment. The answers are far from clear. 
All scientists involved agree that a future

flood need not last seven days. Smith 
believes Grand Canyon beaches can be 
improved by floods staged perhaps ev­
ery year, as long as incoming sediment 
from the Paria and Little Colorado riv­
ers is at least as great as the amount of 
sediment carried out of the canyon dur­
ing a flood. One of us (Webb) argues for 
an initial release of as much as 2,800 
cubic meters per second to scour debris 
fans, followed by an immediate drop to 
more moderate beach-building levels. 
Andrews emphasizes that under any sce­
nario, artificial floods should be made

to vary in magnitude from year to year 
the better to mimic natural variability.

Will there be more floods? Probably 
both in Grand Canyon and elsewhere 
We have studied several other Ameri 
can rivers controlled by dams, and theyJ 
too, would benefit from periodic floods. 
So the ideas and instrumentation devel­
oped by scientists working within Grand 
Canyon during the 1996 experimental 
flood could soon help restore natural 
conditions within and around many oth­
er rivers across the nation and, perhaps, 
throughout the world. □
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MUND D. ANDREWS have long cherished the splendor of 
Grand Canyon. Collier, who considers himself a writer and 
photographer rather than a true scientist, also maintains an ac­
tive medical practice in Flagstaff, Ariz. He earned a master’s de­
gree in geology from Stanford University in 1978 and worked 
for six years as a river guide in Grand Canyon before he began 
collaborating with U.S. Geological Survey scientists. Webb re­
ceived a doctorate from the University of Arizona in 1985 and 
then joined the staff of the USGS as a hydrologist. Since 1989 he 
has also taught at the University of Arizona. Andrews worked 
as a river guide in Grand Canyon from 1969 to 1974. Three 
years later he earned a doctorate from the University of Califor­
nia, Berkeley, and has since done research for the USGS in its 
water resources division. Andrews also maintains an ongoing 
affiliation with the University of Colorado at Boulder
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A Recipe for River Recovery?Off)

River ecologists are advocating a broader approach to rescuing damaged rivers, betting that restoring 
the physical processes that shape a river’s habitats will bring back ailing fisheries

Look at the Trinity River as it flows through 
the heavily forested hills of Northern Cal­
ifornia's Trinity County, and at many spots 
you will see what appears to be an idyllic 
natural scene: flashing water coursing be­
tween wooded banks. But to the trained eye 
of a river ecologist, the sight is not so pretty. 
Those willows and alders along the river- 
banks confine the river to a fixed, rectangu­
lar channel—a far cry from the shallow and 
shifting banks typical of a healthy river. And 
that is only the most outward sign of the 
transformation that has occurred on the 
Trinity since a dam completed in 1963 
robbed the river of the winter and spring 
floods that could send as much as 3000 cubic 
meters of water per second (m3/s) churning 
through the channel. For 20 years after the 
dam was built, the Trinity lived year-round 
on a comparative triclde, an unvarying 4 m3/s 
released from the dam/ jjgf

Without those annual floodwaters to 
move sediments down the channel, sweep 
away encroaching plants, and shift the river's 
banks, the Trinity's ecology changed dra­
matically and rapidly. In the mid-1960s bi­
ologists with California’s Department of Fish 
and Game already noted vegetation en­
croaching on the riverbanks. Habitats for 
frogs, turtles, aquatic insects, and fish that 
favor the river's warm, shallow edge waters 
disappeared. Gravel spawning beds used by 
salmon filled with sand, and the local Hoopa 
Valley Indian tribe saw a precipitous decline 
in its traditional salmon fishery.

The Trinity's plight is all too common. 
Countless rivers and streams in the water- 
poor West have suffered intense damage from 
dam projects built in the first half of this cen­
tury. Fisheries were devastated, and several 
species of salmon and other commercially im­
portant fish hit the endangered list. “The way 
the dams were built was at best incredibly 
naive,” says San Francisco-based consulting 
hydrologist Philip Williams. “[They] were 
planned ignoring ecologic impacts.”.

But the Trinity is more than an example 
of a damaged river. It has become a test case 
for a new, albeit controversial, approach to 
river restoration that takes a broader per­
spective than has been previously taken, fo­
cusing not on single fish species but on the 
whole river system. The approach reflects a 
growing awareness that habitat modification 
efforts must take into account all the varied 
processes that shape an -ecosystem (Science/

13 September, pp. 1518, 1555, and 1558).
Until recently, restoration efforts on rivers 

like the Trinity were typically led by fisheries 
biologists, who generally leaned heavily on a 
physical habitat simulation model, which 
goes by the catchy acronym PHABS1M. 
Developed by the Fish and Wildlife Ser­
vice in the 1970s, the model focuses on 
optimizing habitats 
for a single impor­
tant species of fish, 
such as salmon. Now, 
says Williams, “there 
is another group of 
ecologists who see re­
storing natural pro-: 
cesses as a key.”

Williams is refer­
ring to the natural 
physical processes that i 
help a river shape its . 
banks and bottom.
These processes are 
best restored, accord­
ing to river morphol­
ogist Luna Leopold of 
the University of Cal­
ifornia, Berkeley, by 
mimicking the sea­
sonal variability in 
water flow, including; 
occasional torrential floods like the experi­
mental flood released last year on the Colo­
rado River (Science, 19 April, p. 344). The 
effect is to make the rivers smaller versions of 
what they were before they were dammed. 
That “doesn't mean you can’t use the water,” 
says Leopold—indeed, half or even more of a 
river's natural flow may be diverted. But the 
remaining water must be used “to keep the 
river in some kind of equilibrium which de­
pends on both high and low flows.”

A hot political issue
Like all water issues in the parched West, 
however, this approach is fiercely contro­
versial because higher flows would take wa­
ter away from agriculture and from slaking 
the thirst of cities like Los Angeles. And 
even ecologists are not in total accord on 
the idea. Proponents of restoring more nat­
ural river processes believe, for example, that 
the approach is not only better for river 
ecology in general but will also produce the 
greatest numbers of healthy fish. But they 
don’t yet have the numbers to prove that

true, and critics argue that the impact on 
fisheries is far from certain. “It will make a 
great river,” says Andrew Hamilton, a bi­
ologist with the Fish and Wildlife Service. 
But how much it will improve fish numbers, 
he says, is “just a wild guess.”

These arguments will be played out pub­
licly over the next year, in two cases. At the

end of this month, the Fish and Wildlife 
Service will release its proposal for restoring 
the Trinity River, and a similar restoration 
plan released last February for the streams 
that feed Mono Lake on the east side of Cal­
ifornia’s Sierra Nevada-—which were dried 1 
up in 1941 by water diversions to Los Ange- .? 
les—will undergo public hearings sometime 
within the next year. |

What happens in these cases is being 
closely watched by river experts concerned 
with the conflict between water demands | 
and efforts to maintain or restore healthy 
rivers. “There is a full court press to get all the i 
[restoration] done that we can,” says Kirk 
Rodgers, deputy regional director at the Bu­
reau of Reclamation for the mid-Pacific re- | 
gion, “because many people are visionary f  
enough to see that other [water] demands are f 
picking up. They are trying to re-establish 
what [habitats] they can and put a protective j 
cloak around them.”

In an early effort to provide guidance for 
trying to improve prospects of river fisheries, 
in the 1970s the Fish and Wildlife Service i
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developed a system of models for predicting 
how water-flow changes in a river would in­
fluence the capacity of the river to produce 
fish. A t the core of this approach was 
PHABSIM, which predicts the depths and 
speeds of water that correspond to different 
levels of flow in a river and matches them 
with the known habitat preferences of fish. 
Water flows can then be adjusted to maxi­
mize those preferred habitats.

But many fisheries biologists say that 
PHABSIM presents a distorted view of what is 
best for a river, because it focuses too narrowly 
on the needs of one species of fish, and gener­
ally on just one critical life phase. For example, 
it might focus on ideal conditions for the rear­
ing of juvenile Chinook salmon, which typi­
cally prefer “slow, relatively shallow water,” 
says Sam Williamson, a research ecologist 
with the National Biological Service in Fort 
Collins, Colorado. If you only take that infor­
mation into account, he notes, it might lead to 
a recommendation that a lot of water can be 
diverted with no harm to the fish. But it would 
ignore other needs of the salmon, such as for 
faster, deeper water to bring them food and 
keep the water temperature cool, and would 
also disregard the effects of such low flows on 
the shape of the river channel.

Williamson and others maintain that the 
model is not supposed to be applied that 
way; a complete analysis should also include 
factors such as how different water flows 
would alter the river channels. But many 
ecologists complain that these more com­
plex aspects tend to get overlooked by agen­
cies and consultants who are seduced by the 
numbers generated by PHABSIM and who 
often recommend low water flows as a result. 
“Whether [PHABSIM] is science or not .:. 
boy, it looks great,” says Gary Smith, a fish­
eries biologist with the California Depart­
ment of Fish and Game.

That was the case, for example, in the late 
1970s when the Fish and Wildlife Service 
applied the analysis to the Trinity River. It 
recommended that the river’s water allot­
ment be roughly doubled to tripled, depend-

ing on the wetness of the year. Cecil Andrus, 
secretary of the interior at the time, imple­
mented that increase, but also called for a 12- 
year study of the Trinity to determine 
whether other changes in its management 
were needed.

PHABSIM falls short
That study began in 1984, but by 1990 Robert 
Franklin, chief of the water division of the 
Hoopa Valley Tribe’s fisheries department, 
was unhappy with how it was progressing. He 
felt the analysis relied too heavily on a narrow 
PHABSIM approach that would not recom­
mend the variation in flows necessary to re­
store the natural processes of the river: “The 
tribe’s position is that a healthy river is what 
you are striving for, and it will produce fish.” 
11 Franklin hired Areata, California-based 
river-ecology consultants William Trush 
and Scott McBain to study the processes that 
create and maintain the river channel, in­
cluding high flows. The need for these flows, 
known in the business as channel-mainte­
nance flows, comes from a growing consen­
sus about what is necessary for the health of 
an alluvial river— a river that has the poten­
tial to move its banks and bottom. One key 
standard, says Trush, is the ability to move

Restoration target. The 
left photo shows Rush 
Creek, one of the five 
streams that feed Mono 
Lake, at a site above the 
water-diversion facility, 
and the right photo 
shows a reconstructed 
gravel spawning bed on 
the lower part of the 
creek.

the so-called “bed”— the 
full complement of sedi­
ments, from fine sands to 
boulders—down the river 
channel. This is essen­
tial for many river pro­

cesses, such as the formation of transient 
gravel bars that provide river habitats, and 
maintenance of the gravel beds that fish use 
for spawning. “If you don’t mobilize the bed, 
the fine particles intrude into the bed, fill up 
the interstitial areas, remove the habitat for 
invertebrates, and it destroys the spawning 
quality,” Trush says.

To determine how much the bed needs 
to move, and how much water it takes to 
move the larger rocks in the bed, river mor­
phologists study streams that haven’t been 
altered or dammed, mark rocks, and see how 
often and at what flow levels they move. 
They have even devised elaborate trap­
door systems in the bottom of one Montana 
stream to sample rocks and sediments that 
are moving downriver, says Larry Schmidt 
of the U.S. Forest Service in Fort Collins.
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The conclusion from studies carried out over 
the past few decades: “You have to mobilize 
the channel bed on the average every other 
year,” says Trush.

Since 1991, floods lasting several days 
each have been released each year on the 
Trinity. Because flows on the river must be 
limited to a maximum of about 170 m3/s to 
avoid threatening homes built on the river’s 
banks, the torrent was not sufficient to rip 
out vegetation that had been growing there 
for more than 30 years. But prior to the floods 
the study group had created several experi­
mental sites, removing the invading vegeta­
tion with bulldozers and restoring the banks 
to a more natural shape.

Those physical changes, combined with 
the experimental flows, produced encourag­
ing results. “The sites where they skimmed 
off the banks are narrowing on themselves,” 
says Trush. “They are creating a morphology 
that is typical of alluvial rivers,” such as shift­
ing gravel bars in the river channel. More­
over, the researchers could see that fish pre­
ferred some of the renewed habitats. Some 
sites, especially those that had shallow banks, 
slow water, and gravel and cobble bottoms, 
had “extremely good use by [salmon] fry,” 
says fisheries biologist Mark Hampton, who 
worked with the Fish and Wildlife Service 
on the Trinity project.

A  modeling study the team did to analyze 
the effects of water levels on river tempera­
tures also argued in favor of floods. In the 
spring, when the young Chinook salmon are 
migrating to the sea, they are very sensitive 
to water temperature. A  river that doesn’t get 
its normal allotment of snow melt will flow 
slowly, warming up more than the fish can 
tolerate. But the temperature model showed 
that flows of about 55 m3/s could carry the 
young fish downstream quickly in a surge of 
hospitably cold water.

Buoyed by results such as these, the flow 
study group Will recommend in its report, due 
out on 30 September, that the Trinity’s water 
allotments should be increased. In the driest 
years, they would be only a little higher than 
the present allotment, but in wetter years 
when there is more water available, the an­
nual volume of water coursing down the river 
would more than double. The majority of the 
extra water would surge down the river in the 
spring, when high flows are important not 
only to keep the temperature cool for migrat­
ing fish, but to move sand and gravel down­
stream and prevent seedlings from germinat­
ing and taking hold on the river banks. 
Those high flows would be punctuated with 
floods once every year or so to help maintain 
the river channel.

The flow study on the Trinity represents 
one of the most intensive studies of any 
U.S. river. “There is certainly a lot of sci­
ence in the data collected that the recom-
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mendation is based on,” says Hampton. But 
while the data suggest that fish will do bet­
ter in the renewed habitats, it is impossible 
to quantify the expected improvement in 
terms of numbers of fish. “The underlying 
assumption .. .  is that you have to believe 
that restoring those natural processes will 
be good for the fishery.”

But before the Trinity recommendations 
are implemented, the Bureau of Reclamation 
will take comments from water-user groups 
who may not be so willing to accept that 
assumption. “The whole channel-mainte­
nance approach will come under intense 
scrutiny by water users,” predicts Berkeley- 
based river ecologist Frank Ligon. Diverted 
Trinity river water travels through several 
power-generating stations on its way to the 
Sacramento River, and meeting the flow- 
study requirements would mean a reduction 
in power equivalent to what could sustain a 
community of 100,000 people, says Rodgers 
of the Bureau of Reclamation: “The power 
community is very concerned already.” Like­
wise, the potential reduction has raised con­
cern among municipal and agricultural users, 
says Jason Peltier, manager of the Central 
Valley Project W ater Association, a consor­
tium of water users. .. . r

Water users have become more environ-S 
mentally enlightened, says Peltier, and rec­
ognize that to guarantee a stable future water 
supply they must “address and resolve” fish­
ery problems. But nevertheless they will want 
to know what their sacrifice will produce in 
terms of fish. The users can “tell you in dol-l 
Jars and cents how it is going to affect them,” 
says Rodgers, but “you cannot [tell] them 
what they are going to get in terms of pounds 
of fish or quantity of fish.”

■‘The biggest challenge for the policy folks 
is how do you assess this now?” says Serg Birk, 
a biologist who worked on the Trinity pro­
ject for the Bureau of Reclamation. “Do you 
assess it by how many fish return, or by how 
much habitat you create, or by measuring the 
parameters that the geomorphologists say in­
dicate a healthy system because it mimics 
historic flows?” The assessment must con­
sider more than just numbers of fish, says 
Hampton. “There are many ways to restore a 
fishery,” he says. “You could build a hatchery 
and restore the fishery. But the Fish and Wild­
life Service is in charge of protecting the fish 
and wildlife resources of the country for the 
benefit of the public trust. And building a 
hatchery doesn’t necessarily do that.”

Even the way that flow management will 
restore the overall environment requires more 
study, and the way to do that, says Trush, is 
through an approach called “adaptive man j  
agement.” This turns the management of a 
stream or river into an experiment in itself: 
Hypotheses are formulated, flows are ma­
nipulated to answer them, and the manage-

Trees march in. These aerial photos from 
1961,1970, and 1974 (top to bottom) show a 
gravel bar in the predam Trinity that became 
colonized by trees and shrubs when the dam 
eliminated floods.

ment of the river is adjusted accordingly. But 
to be done properly, adaptive management 
requires enough water to enable researchers 
to set up experiments, carry them out, and 
then alter the program based on their results. 
And researchers studying the river worry 
that the amount of water necessary for high- 
quality adaptive management may not be 
allotted to the Trinity in the end.

One ideal candidate for adaptive manage-

ment is another project that Trush has been 
involved in, the restoration of the five feeder 
streams for Mono Lake. The lake’s volume 
had been halved and salinity doubled as a 
result of the water diversions to Los Angeles. 
Various lawsuits in the 1980s resulted in a 
requirement that the city reduce by more 
than 90% the amount of water it takes from 
those streams until Mono Lake is returned to 
a healthier level. And in 1990 a Court of 
Appeals decision added the requirement that 
the streams be restored to a condition that 
can maintain fish. It will take at least 20 years 
for the lake to reach the required level, dur­
ing which time the increased flows can be 
used to answer countless questions about 
what it takes to restore and maintain a stream 
and its fish population.

While Mono Lake and the Trinity may be 
two of the most visible cases of the new ap­
proach to river restoration, “you will see the 
same thing on some other rivers in California 
too,” says hydrologist Williams, “as these 
ideas of ecosystem management permeate 
the agencies and there is a push to incorpo­
rate them into standard operations.”

But while channel-maintaining flows may 
be catching on in California, their future 
seems less, certain in other states. In Colo­
rado, the U.S. Forest Service recently failed 
to convince d  judge to limit" future water 
diversions and guarantee the Forest Service 
the water necessary for maintenance flows 
on the South Platte River. Another impor­
tant case, involving water-rights assignment 
for the Snake River and all of its tributaries, 
a water system that covers 80% of the state of 
Idaho, has yet to be decided. But the Forest 
Service hopes to learn from its setback in 
Colorado, as well as from the work going on 
in California, and present a case for the im­
portance of high flows, channel mainte­
nance, and adaptive management in thè 
Snake River system, says K. Jack Haugrud, an 
attorney working on the case for the U.S. 
Department of Justice. “High flows are very 
important for maintaining stream channels,” 
says Haugrud. “W e intend, if we have to, to  
prove that in court.”

It could be a tough sell. “We are in the 
water-poor portion of the world here,” says 
Williamson of the National Biological Ser­
vice. “It is easier to say what the minimum 
flow should be on a stream and divert every­
thing else than it is to spend time trying to 
figure out what a stream really needs.” Adap­
tive management, says Peltier of the Central 
Valley Project Water Association, “is a good 
concept.” But it requires not only good sci­
ence, he adds, but also “risk-taking, which 
government agencies are totally averse to do­
ing.” It will soon be seen whether the public 
and the water users can be convinced to take 
a risk on rivers like the Trinity.

-M arcia Barinaga
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JS j  • t *v a  Tahoe CA, and flows east and then 
A B S T R A C T : The Truckee River drains Lake /

north I I  Pyramid Lake, NV. A H  -  M M M  R j ■ ■ 9 ’ % *  
and substantial flow is diverted offstream for irrigation, domestic and mdusmal use.

D ue to  historically severe stream  flow alteration, cottonw ood seedhng

replenishment has been almost absent during most of the !900 's . Following the .

designation of the indigenous cui-ui s u c k e rL  an endangered species, alterations to

stream flow patterns have been imposed to promote spawning of tins fish, tttroug

increased stream flows in the late spring. Subsequently, an extensive cottonwood

recruitment event occurred that resulted in a dense but narrow band of uniformly-

sized cottonwood saplings, lining most the final 50 km river reach. Saphngs were

' cu , down and ring counts of basal discs revealed that establishment had occurred »

1987  a year with moderate stream flow at the onset of cottonwood seed release

followed by a consistently gradual stream stage decline of about 2.5 o n  per day. m s

event (1) demonstrates that it is possible to artificially create a cottonwood seedhng

recruitment event and (2, validates a current mode, that defines the stream.stage

pattern essential for co tto n w o o d  seedhng establishment. H us event prov. es an

optimistic case study relative to  prospects for the restoration of degraded npartan

cottonwood forests along streams m senu-and regio

K E Y  W O R D S : ecosystem  restoration, Frem ont cottonw ood, instream  flows,

Populus frem ontii, riparian vegetation, river stage, seedling recruitment
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INTRODUCTION

i .  f i  §¡1 ■*-- r rr-~ In i
riparian areas, river vaUey oo p | § ^  l y |  table that is

flowing river and the vegetation is e p e n  ffjjjl cottonw oods, various

recharged with water originating from e a j s and are the

Papa,ns species, are w e ll adapted to North America,

principal and often exclusive trees a ong ^  fores[ ecosystems that provide

The cottonwoods provide a foundation or n  provide the richest
welcome environmental, aesthetic and recreational relief

wildlife habitats in these regions (Finch and Ruggiero

have declined dram atically across western N orth  
Riparian cottonw oods have ¡ g  ri ian H R  ■  ^

America; it is estim ated that three q u a r ^  * v |  | | |  Haigh,  1984).

southwestern United States have a rea onwood decUne has already
Along the lower Truckee River to western Nevada, g |  ^  g |  reduction

occurred, apparently ®  survive along the Truckee and

(Lang et al. 1990). Fortuna e y, Truckee River provides a
considerable river flows are still passed. Thus,

candidate stream for restoration efforts.

1 H-es of the Fremont cottonwoods (Papulus frcmontH) along the lower 
Recent stud - . . ^  L  historical patterns and present

Truckee River are in * 8 '“ ™  I g j  1990). l i s t i n g  cottonwood groves are

conditions (Caicco et | - es, ablished over the past century.
decrepit since few replacement tre s - r  ^  ^  adjace„t to the

Seedling recruitment has been mu e |  ^

stream. Thus, a key problem is the deficiency 

elevations along the stream banks (Lang et al 1990 .
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Following the designation of the indigenous cui-ui sucker as an endangered 

spedes, alterations to Truckee River flow patterns have been imposed to promote 
spawning of this fish, particularly through increased stream flows in the late spring. 

Following the imposition of the artificial spawning flows, an extensive cottonwood 

recruitment event occurred. The present study was conducted to investigate the 

hydrological conditions that enabled the cottonwood seedling recruitm ent An 

understanding of this event is relevant to the development of a stream flow strategy 

for the restoration of riparian cottonwoods along the lower Truckee River and is 

also of broader interest since it presents a case study to investigate the validity of a 
general model that describes the instream flow patterns required for successful

cottonwood seedling recruitment.

Truckee River Cottonwoods
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MATERIAL AND METHODS

The study involved the lower Truckee River, east of Reno, Nevada, along the 

reach betw een W adsw orth and N ixon, NV, in the Pyram id Lake Indian

Reservation.

Regular field visits occurred during 1993 through 1995 and included visits to six 

specific sites where permanent study transects were established in 1994 to monitor 

vegetation and hydrology. Visits to numerous other sites along the river occurred 

and canoe-based float trips along the entire read, were conducted April 30, 1995, at a 

flow that just submerged the base of the sapling band, and in July, 1995, when 

extensive areas of cottonwood seedlings occurred due to an artifidal cottonwood 

seedling recruitment flow pattern presented in 1995 (to be described in future

reports).

Field visits to determine sapling elevations and distributions and to harvest 

stem discs were conducted Oct. 7  through 9 ,1994 ; April 29 through May ■ 1 9 9 5 ; and 

Sept 27 and 28, 1995. Sapling stem discs were sampled by cutting at the substrate 

surface or after excavafion to expose the root crown. A a o ss  section of each disc was 

shaved with a single-sided razor Wade and the number of annual rings were 

counted to determine sapling age. A total of 87 saplings were harvested and basal 

stem segments were analyzed along with measurements of sapling heights and basal

stem diameters.

, r  Vî nri w ji; determined relative to distance from and The position of the sapling band was ae
, mj . nncition The consistency of the saplingelevation above the adjacent stream position
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position relative to stream stage was further assessed during the April 30 ,1995  canoe

Stream stage versus discharge ratings curves were obtained for three United 

States D ept of Interior - Geological Survey Water Resources Division hydrometric 

gauging stations along the lo w e r Truckee River (310351700 N ixon; #10351650 

W adsworth; #10351600 Derby Dam). Further stream bank elevation profiles were 

determined along with discharge estimates as measured by flow velocity and depth 

measurements. The various stage versus discharge ratings curves were compared 

and the function that appeared most universal (the rating curve for the Nixon 

hydrometric gauge) was selected for subsequent conversions. Daily hydrographs for 

the period from 1958 through 1994 were obtained and the Nixon stage versus 

discharge conversion was used to provide stream stage hydrographs and to calculate

daily stage change rates.

The extent of the cottonwood sapling band along the river reach was determined 

from air photos taken. A lineal ticking method was determined to be suitable since 

the sapling were restricted to narrow bands paralleling the stream  (Rood and 

Heinze-Milne 1986; Rood et al. 1995). For this, transparent acetate sheets were placed 

over die air photos and the stream was traced. The stream line was divided into 1 

mm segments and the occurrence of cottonwoods along either or both banks was 

rated for each segment with a positive value indicating the occurrence of saplings 

along most of the 1 mm segment for a given bank side. This analysis reduced the 

spatial distribution to a one-dimensional estimation with no consideration for the 

breadth or subsequent area of the band. The analysis provided a score of 0 ,1  or 2 for 

each 1 mm segment, representing no cottonwoods, or cottonwoods dominant along
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one or both banks, respective*. The - l y s i s  was c o n d u c t  for the reach front the 

W adsworth to the Nixon bridges and included river segm ents whtch were 

historically densely occupied by cottonwoods as well as a segment downstream from 

Dead Ox Wash, which was historically deficient of cottonwoods, posstbly due to e 

natural occurrence of saline seeps. The analysis thus included a measurement o 

the entire reach rather than a subsampling estimation. Consequently, analysts 

involving statistical extrapolation to a broader population is neither appropnate nor

required. .
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RESULTS AND DISCUSSION

Held visits in October, 1994 confirmed, the previous reports (Caicco et 1 1993; 

U n g  et al. 1990). Groves of mature trees were sparse and decrepit (Hgure 1 ew 

intermediate-sized trees occurred. C on verse*, dense bands of to |  mch (2 

o n , basal diameter sapiings paralleled the stream (Figure 2 and cover photo show  

the sapiings and the elevation of the sapiing band is described 

determined by counting rings, the saplings were primarily estabhshed 1 1987. The 

distribution of saplings and apparent recruitment 1  1987 are consrs en 

preiiminary suggestion (U n g  et al. 1990). Analyses of annua, 

provide insight into the age and distribution of seedlings (F.gure 4). For su 

analyses, stream stage (water surface elevation, rather than dtscharge (flow

should be considered.

m  semi-arid areas, losing’ streams occur in which water moves from W M  

into the adjacent riparian water table. The riparian water table I  thus close y 

coordinated with the stream stage and in rite seedling recruitment zone K j  

about 25 m (80 ft) of the river’s edge, the water table su rfa c e  ts^probably ^ a n ^

elevation similar to the river stage (Rood et al. 1995). c

A common model describing the hydrological pattern necessary 9 g N > >  

seedling establishment has been independently derived (Mahoney and Roo ,

1993; Scott et al. 1993). The stream flow conditions that combine to permit successftri
. . ,p :„ure 4,  occur occasionally under natural

cottonwood seedling recruitment (Figure 4 , occ
i . i ™ »  manv dammed streams (Rood and 

conditions and even m ore rarely along many oam

Mahoney, 1990).
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FIGURE 1. A typical view along the lower Truckee River valley. The riparian 

woodland consists of scattered large Fremont cottonwoods with few smaller trees. 

This present landscape contrasts with historical reports such as those by explorer 

Fremont (for whom the cottonwood species is named), who described extensive and 

dense stands of cottonwood and willow along the lower Truckee River.

Truckee River Cottonwoods
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F IG U R E ! Dense bands of 8 year-old cottonwood saplings hnm g the ower 

Truckee River. The photo was taken May 1 1 9 9 5 ,  when stream flows had nsen 

submerge the base of saplings. At lower flows, the stream is limited to the eeper 

channel which is located in between the two sapling bands.
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FIGURE 3. Three short transects demonstrating the distribution of cottonwood 

saplings along the lower Truckee River. The saplings are restricted to narrow zones 

ranging from about 3 to 15 m (10 to 50 ft) from the river's edge and at elevations 

from about 40 to 70 cm (1.3 to 2.3 ft) above the late summer water line. This 

recruitment zone is narrow and low, and probably insufficient to replenish the 

aging cottonwood groves.

. Truckee River Cottonwoods
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FIGURE 4. A typical annual hydrograph for the lower Truckee River (1982) 

demonstrating flow features essential for cottonwood seedling recruitment.

Numerals refer to hydrograph characteristics that are important for cottonwood  

seed lin g  recruitment. Those characteristics are described in the following text.

Truckee River Cottonwoods
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I Flows - are required to drive the geomorphological processes associated

with dynamic river meandering and the creation of recruitment zones, p n n cp a  y 

point bars on meander lobes.

Flood flows persist along the Truckee River, such as those in 1983 and 1986 

(Lang et al. 1990). Winter storms produce short duration but potenhally severe 

flood events (Figure 4 - I in Feb.). These winter floods drive stream meandenng and 

erosional and depositional processes but are not directly responstble for “ « ° ™ 00 

seedling establishment since no viable seed occur during the wmter months. Htg

flows from Sierra snow melt are more sustained and occur more predictably in May
npak flows enablo cottonwood seedling 

and June (I in May). The snow melt peak nows ena

recruitment since they occur prior to or during seed dispersal.

fl r w , ;„ ;n„ Flows After Peaks - are essential to expose saturated and barren sites 

that are suitable for seed germination. The critical period for seedling recruitment 

begins with the release of cottonwood seeds, which occurred from late-May through 

June and into early July along the lower Truckee River in 1994 and 1995.

The elevation of seedling establishment is critical for success. Seedlings 

established at very low elevations will be vulnerable to scouring durmg subsequent 

high flow events and will therefore not generally contribute to the areal extent o 

cottonwood recruitment. Seedlings established a . excessively high elevations will 

succumb to drought stress as the declining water table drops out of the seedling root

zone.

The suitable elevation for cottonwood recruitment has been determined by: (i) 

direct measurements of the recruitment zones aiong various rivers, g excavation 

of seedlings to determine root growth capability, and (iii) experiments with artificial

Page 13
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systems in which water table depth was varied. It has consequently been 

determined that the successful seedling recruitment zone extends from about 60 to 

150 cm (2 to 5 ft) above the late summer river stage (Mahoney and Rood 1993), The 

elevation of successful recruitment is dependent on seedling growth capabilities and 

is thus generally similar for small streams and large rivers.

Based on the Nixon gauge ratings curve, the discharge required to reach the 

recruitment zone (60 to 150 cm or 2 to 5 ft above the late summer stage of about 30 

cm) was determined as ranging from 20 to 115 m 3 /s  (Figure 5). These values are 

generally consistent with other generalized flow /depth relationships for the lower

Truckee River (Lang et al. 1990).

m  Flow Decline - Although initial seedling establishment is usually

abundant, seedling survival is generally very low. Survival requires that the rate of 

river stage decline be gradual enough that root growth can maintain contact wtth 

the receding riparian water table. For cottonw ood seedlings, the maximum  

survivable rate of water table decline is about 2.5 cm /d ay (1 inch/day) (Mahoney and 

Rood 1991; McBride et al. 1988; Segelquist et al. 1993). Discharge changes producing a 

2.5 cm stage decline can be estimated for the Truckee River (Table 1).

This suggests that the decline from 85 to 50 m 3 /s  should take place over 10 days 

(3 m 3 /s /d a y ) and the subsequent flow decline from 50 to 25 m 3 /s  should be 

presented over two weeks. Slightly more gradual flow decline rates should occur

below 25 m 3/s.

Truckee River Cottonwoods
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FIGURE 5. A typical stage versus discharge ratings curve for the lower Truckee 

River, based on data from the Nixon hydrometric gauging station. The rating curve 

at that hydrometric station was intermediate between the curves for two other lower 

Truckee River gauging stations. The successful cottonwood seedling recruitment 

zone is typically 60 to ISO cm above the late summer stream stage which is about 30 

cm on the adjusted stage graph (vertical line to the right of the 0 discharge plot 

frame axis). The two horizontal dashed lines represent the top and bottom of the 

recruitment zone and corresponding discharges are determined by the vertical lines

from the ratings curve intercepts.
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Table I  Approximate rates of stream flow reduction (discharge Change rate) that will 

result in stream stage decline of about 2.5 cm /d ay  (1 inch/day).

Discharge 

Range

Discharge Change Rate to 

Reduce Stage by 2.5 cm /day

85 to 56 m 3/s  

56 to 28 m 3 /s  

28 to 14 m 3/s

Z 8 m 3/s/d ay  

2 m 3/s/d ay  

1.4  m 3/s/d ay

IV Minimum Flows - should be presented through the hot, dry

period of summer. Analyses of historical hydrographs indicate that flows in July 

L  August were often less than 1.5 m 3 /s  in the 1980's and 1990's. These low flows 

are probably unfavorable for either new seedlings or established trees. Vts.ble 

symptoms of drought stress would include senescence (yellowing) of leaves and

branch mortality.
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The preceding model can be used to evaluate flow patterns along the Truckee River 

that occurred In the 1980's. The analysis first converts annual hydrograph data from 

discharges to stages, providing an annual profile of the water level. Secondly, rates 

of stage change are determined. Hydrographs that satisfy the mstream flow needs 

for cottonwood recruitment are identified as those years in which:

(i) flows in late-May or June were between 28 and 115 m 3/s, and

(ii) stage decline rates only briefly exceeded 2J5 cm /d ay (Table 2).

This analysis indicates that recruitment was probable in 1981 and 1987 although 

mid-summer flows in both years were less than 1.5 m 3/s  and this probably reduced 

seedling survival. Field observations confirmed that low elevation seedlmg 

recruitment had occurred in 1987 ((4) and Figure 3) supporting the validity of the 

model for the Truckee River.

Thus, sufficient flow frequently occurred to establish seedlings at favorable 

elevations. However, abrupt stage declines in early summer were probably lethal 

for the seedlings in the higher areas of the recruitment zone. These analyses suggest 

that relatively minor adjustments to flow regulation patterns could have had 

substantial benefits for cottonwood recruitment m the 1980 s.

For sample comparisons, Figures 6 and 7 versus 8 and 9 are presented for 1987, 

a successful recruitment year, and 1986, a less successful year despite exceptionally

high winter flows.

Truckee River Cottonwoods
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Table 2. Analyses of recent annual flows along the lower Truckee River with respect 

to instream flow needs for cottonwood seedling recruitment.

Year Sufficient Gradi

Spring Flow Stage

(& cfs*)

1980 y e s(2100) no

1981 yes (1700) yes

1982 y e s(4000) no

1983 yes (6500) no

1984 y e s(2600) no

1985 y es(1100) no

1986 yes (3000) no

1987 yes (1500) yes

1988 no

1989 no

1990 no

Sufficient Instream Flow Pattern for 

Recruitm ent

yes

yes

* (35.3 ft3/s = lm 3 /s )

Truckee River Cottonwoods
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c n,o w e r Truckee River in 1987. Successful 
FIGURE 6. The daily river stage of the low

cottonwood seedling recruitment in 1987 probably resulted from favorable stream  

stage (elevation) conditions that satisfied the hydrograph requirements already 

described. A moderate discharge and corresponding stage saturated the stream bank 

during Ute period of seed dispersal. Subsequently, the stream stage decline after 

initial seedling establisment was gradual, being about 2.5 cm /d ay  (1 in ch /,d ay  

(shown by the dashed line). The gradual flow and stage recession allowed root

growth to maintain contact with the receding moisture zone.

Truckee River Cottonwoods
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FIG U RE 7. The daily rate of stage decUne in 1987 for the lower Trudcee River. The 

stage only exceeded 2.5 cm (1 in)/day for a few days and barely exceeded 5 cm /day. 

This gradual stage decline would permit cottonwood seedling survival.

Truckee River Cottonwoods
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FIGURE 8. The daily river stage of the lower Truckee River in 1986. Although 

1986 was a high flow year with massive winter flooding, seedling recruitment 

probably failed due to abrupt river decline in June. In contrast to the favorable 

stream stage pattern of 1987, the decline rate often exceeded 2.5 cm /d ay (1 inch/day)

(dashed line).

I Month

Truckee River Cottonwoods
Page 21



Rood and Gourley

FIGURE 9. The dally rate of stage decline in 1986 for the lower Truckee River. The 

stream stage decline frequendy exceeded 5 cm /d ay, and even exceeded IS cm /d ay  m 

early-June (bottom). These decline rates exceed the growth potential of cottonwood 

seedling roots and would thus leave the cottonwood seedlings, -high and d r / ,  

resulting in drought-induced mortality

Truckee River Cottonwoods



Rood and Gourley

Environmental Management

It must be recognized that other factors also impact cottonwood growth and 

survival. Thus, livestock grazing and other influences must also considered for the 

successful restoration of the Truckee River cottonwoods.

The commitment of water for the benefit of riparian vegetation represents an 

allocation that is sympathetic with other environmental and recreational uses. For 

example, instream flows for the benefit of fisheries will also promote riparian 

ecosystems - various components of the riverine ecosystems have evolved to rely 

on the same dynamic stream flow patterns.

Finally, cottonwood seedling recruitment is naturally an irregular event that 

does not occur in low flow years! Stream flow for cottonwood recruitment might

only be sought in years with abundant snow packs.

Truckee River Cottonwoods
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NUMMARY

,a, rionoral Flow Prescription For Cottonwood Seedling Recruitment 

th e  Tower Truckee River

General flow recommendations to promote cottonwood seedling establishment 

along the lower Trochee River were produced (Figure i0>. In recruitment (moderate

or high flow) years:

(i) Piow at some point from mid-May through June should be from 40 to ■  

m 3 / s  (1500 to 4000 H §  (higher initial flows are favorable since this wfl. penrnt

recruitment at a broader range of elevations),

(ii) Subsequent flow decline should be gradual, to produce stage decline that does 

not greatly or consistently exceed 1 inch/day, and

(Hi) Summer flow should be sufficient to prevent lethal drought stress of the 

vulnerable seedlings.

Truckee River Cottonwoods
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FIGURE 10. An ideal flow pattern for cottonwood seedling recruitment along the 

lower Truckee River. The initial flow would be between 40 and 115 m 3 / s  (1500 and 

4000 cfs)/ with higher starting flows increasing the height and extent of the 

recruitment zone. How decline should be gradual enough to maintain root contact 

and finally, sufficient summer flows should be presented. A hydrograph following 

this general pattern was artificially delivered in the summer of 1995 and resulted in 

extensive cottonwood seedling recruitment. July and August conditions were, 

however, exceptionally hot and dry, imposing high evapotranspirational demand 

and subsequent drought stress and drought-induced mortality. Some seedlings did 

survive through 1995 and their subsequent fate is presently under investigation and 

will be described in subsequent reports.
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Fate and Effects of Pollutants

Effects of pollutants 
on freshwater 
organisms
Scott Hall, Jim Chamberlain,
Erika Godwin-Saad

A myriad of “pollutants” enter freshwaters from innumerable 
sources, and their effects on aquatic life are exhibited from the 
June 1995

cellular to ecosystem levels. Much research has been published 
in these areas. This paper reviews some of the published research 
on the effects of chemicals on freshwater organisms.

METALS

Both growth inhibition and bioaccumulation of aluminum 
in the green alga C hlorella  pyrenoidosa  was studied by Parent 
and Campbell (1994) in soft water media. The results of these 
studies showed that aluminum bioavailability was predictably a 
function of the free aluminum ion in systems containing only 
inorganic monomeric aluminum, and the effect of aluminum 
on algal growth is highly pH dependent. H ydrilla  verticillata  was 
used to evaluate the usefulness of peroxidase activity as an in­
dicator of rooted plant exposure to metabolic and organic con­
taminants (Byl et al., 1994). Significant increases in this endpoint 
were observed as a result of exposure to 0.01 mg/L cadmium, 
copper, and chromium; 0.1 mg/L selenium; and 1.0 mg/L man­
ganese. Tubbing et al. (1994) tested the hypothesis that the con­
centration of free copper metal ions is the main determinant of 
metal toxicity by adding different concentrations of copper to 
water from the River Rhine and measuring the effect on the 
photosynthetic rate of the alga Selenastrum  capricornutum . Ad­
dition of 5 /¿M copper to the medium with 5 or 10 pm  of EDTA 
inhibited algal photosynthesis, although copper was not volta- 
metrically detectable (<0.005 /¿M). L em n a  m inor (duckweed) 
was grown in treated domestic wastewater containing added 
copper to study the relationship between complexation and bio­
availability of copper (Buckley, 1994a). Measurement of the 
copper Complexing Capacity (CC) of the wastewater gave values 
of 0.26 to 0.29 mg/L. Growth was not inhibited until total copper 
exceeded 0.079 to 0.119 mg/L. Effective Concentrations (ECs) 
based on tissue concentration of copper rather than solution 
concentration are more sensitive and have been proposed as an 
alternative for work in complex solutions like wastewater. A 
particular effect of copper on duckweed was observed by Buckley 
(1994b) in the activity inhibition of the enzyme superoxide dis- 
mutase (SOD) in L em n a  m ino r containing 408 pg  Cu/g (dry wt) 
but not in plants containing 215 pg  Cu/g (dry wt) or less. The 
presence of copper in a planktonic community caused a reduc­
tion in the dry-weight biomass of zooplankton, ciliates, flagellates, 
and phytoplankton (Havens, 1994a). Copper also reduced the 
effectiveness of the food web in transporting carbon to the sur­
viving' zooplankton.

Water hyacinths exposed to water containing 2p g  Cd2+/m L  
bioconcentrated the element mainly in the roots and in pro­
portion to the increase of the thiol group content (Ding et al.,
1994). This suggests the possibility of using the thiol group con­
tent to assess the bioconcentration of heavy metal ions in water 
hyacinths and as a general parameter for monitoring heavy metal 
pollution. Dirilgen and Inel (1994) investigated the effects of 
combined zinc and copper concentrations on the growth and 
degree of metal accumulation in duckweed, L em n a  m inor, under 
laboratory conditions. Duckweed was selected for study because 
of its rapid growth and ability to adapt to aquatic conditions. 
The effects of increased concentrations of zinc and copper in 
combination were correlated with the corresponding relative 
growth rates (RGR), dry to fresh weight ratios (DFR), and con­
centrations of metal accumulated by the duckweed. The level 
of zinc accumulated in the plant was higher than the copper 
concentration accumulated in every concentration tested. At 
the concentrations of 0 .1 0  to 2.00  ppm, zinc suppressed the
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inhibitory effect of copper. Macfie et a l  (1994) studied the effects 
of cadmium, cobalt, copper and nickel on two strains of the 
green alga C hlam ydom onas reinhardtii. The researchers evalu­
ated the influences of the cell wall and pH in relation to metal 
toxicity. Their results showed that the wall-less strain was con­
sistently more sensitive to all four metals than the walled strain. 
The authors suggested that the cell wall plays a role in conferring 
metal tolerance. They also noted that for both strains of green 
algae, metals were less toxic at pH 5.0 than pH 7.0 s.u. Williams 
et a l  (1994) evaluated the effects of sulfate on selenite uptake 
and toxicity in the green alga Selenastrum  capricornutum . Sulfate 
and selenite compete for active transport across the cell mem­
brane through a common permease. These effects were inves­
tigated using two sulfate levels (3.3 and 33 mg/L) and two selenite 
levels (10 and 100 /xg/L). Selenium uptake and toxicity analyses 
demonstrated antagonism between the two anions. Increasing 
sulfate resulted in significantly reduced selenite uptake and in­
creased algal growth.

The acute toxicity of copper, cadmium, and zinc to the water 
flea, M oina irrasa  was investigated (Zou and Bu, 1994). This 
water flea is commonly found in the fresh waters of the Yangtze 
Delta in China. The results demonstrated that metal toxicity to 
this cladoceran increased with increasing exposure time and that 
this particular species was more sensitive to the evaluated metals 
than many other species of cladocerans, including C eriodaphnia  
dubia  and D aphnia m agna. The effects of three diets on the 
health and robustness of C eriodaphnia  dubia  were evaluated for 
19 generations by LaRocca et a l  (1994). The results suggest that 
a diet including multiple species of algae is nutritionally superior 
and provides greater protection against copper toxicity than a 
diet including a single species of algae. Chronic toxicity tests 
were used to determine effects on D aphnia m agna  life-table data 
as a result of algal food concentrations in tests with cadmium 
at concentrations ranging from 0.5 to 5 /xg/L (Kluttgen and Ratte, 
1994). Results of these studies indicated that the development 
of juveniles was inhibited by cadmium at low food (C hlorella  
saccharophila) doses, whereas body length and reproduction were 
strongly affected at higher food doses. The intrinsic rate of natural 
increase was generally reduced by cadmium regardless of food 
concentrations. The effects of acclimation and exposure tem­
perature on the acute toxicity of cadmium to the freshwater 
snail (.P otam opyrgus antipodarum ) were evaluated by Moller et 
a l  (1994) using 48-hour toxicity tests. Results of these studies 
indicated that regardless of acclimation temperature, mortality 
increased with increased test temperature, and at all exposure 
temperatures snails acclimated at 15°C were most sensitive to 
cadmium. Cadmium LC50 values ranged from 1 to 4 mg/L. 
Effects of species and sex on metal residues in freshwater mussels 
collected from the St. Lawrence River were evaluated by Metcalf- 
Smith (1994). Study results indicated that E llip tio  com planata  
demonstrated a broader response range to most of the 12  metals 
evaluated as compared to other species. Differences in metal 
uptake between sexes were less pronounced, but male organisms 
demonstrated less variability in metal uptake as compared to 
females. The effects of zinc on the structure of natural benthic 
assemblages from a third-versus a fourth-order stream were 
studied by Kiffney and Clements (1994) using artificial streams 
and 7 day exposures. Significant effects were observed at the 
community and population level due to zinc exposures of 130 
/xg/L, but the magnitude of response, especially for mayflies, 
differed between organisms from the different stream orders.

Clements and Kiffney (1994) also evaluated laboratory and field 
approaches to determining the effects of metals on stream mac­
roinvertebrates. Endpoints considered included benthos metal 
bioaccumulation, chronic toxicity to a water flea, and benthic 
community structure. An integrated approach was recom­
mended given that different information was produced by each 
approach individually. With the decrease of heavy metal loadings 
into the South Fork and mainstem of the Coeur d’Alene River 
in Idaho, macroinvertebrate populations have risen both in 
number and diversity (Hoiland et a l , 1994). Seven years of close 
monitoring (1968 to 71, 1987 to 91) have showed large increases 
in taxonomic richness (0 to 18), Ephemeroptera-Plecoptera-Tri- 
choptera index (0 to 8), and species diversity (0 to 1.8). Typical 
riparian vegetation, such as cedar, hemlock, and willow, were 
almost completely eliminated by heavy zinc, cadmium and cop­
per concentrations. Reductions in the feeding rate of G am m arus 
p u lex  were shown by Maltby and Crane (1994) to be a sensitive 
indicator of the impact of complex metalliferous effluents on 
receiving water quality. Two metals, iron and manganese, were 
identified as the probable toxic agents. Exposure to sublethal 
concentrations of cadmium resulted in a significant increase in 
the frequency and degree of damage to the anal papillae of the 
larvae of two species-H ydropsyche contubernalis and H ydro­
p sy ch e siltalai (Vuori, 1994). Collyard et a l  (1994) investigated 
the influence of age on the relative sensitivity of H yallella azteca  
to diazinon, alkylphenol ethoxylates, copper, cadmium, and zinc. 
The objective of the study was to investigate age-specific differ­
ences in sensitivity of the amphipod to contaminants with vary­
ing toxic modes of action. Overall, the results suggested that age- 
specific differences were relatively small. The 96-hour LC50 values 
varied by 50% or less among the different ages classes (between 
1 to 26 days). In conclusion, no particular age class consistently 
was the most sensitive to any given toxicant. Cope et a l  (1994) 
determined that nonthionein cytosolic cadmium was the most 
sensitive indicator of cadmium exposure in bluegills studied in 
bioaccumulation studies evaluating metal binding proteins as 
indicators of metal exposure.

PESTICIDES
Kirby and Sheahan (1994) studied the toxicity of three her­

bicides, atrazine, isoproturon, and mecoprop to the duckweed 
(L em n a  m inor) and the alga S cen ed esm u s subspicatus. Their 
results indicated that of the three herbicides, isoproturon was 
most toxic to duckweed. The 10-day EC50 values for effects on 
total chlorophyll concentration in duckweed by atrazine, iso­
proturon, and mecoprop were 62, 31, and 6 223 /xg/L, respec­
tively. Atrazine and isoproturon affected the cell production of 
S . subspicatus at similar concentrations (96-hr EC50 values were 
21 /ig/L)- Mecoprop was far less toxic to S . subspicatus with a 
96-hr EC50 value of 102  660 /xg/L. The effects of the pyrethroid 
insecticide fen valerate on riffle insect assemblages in stream mi­
crocosms was evaluated for a 30 day period by Breneman and 
Pontasch (1994). Initial exposure of the insect communities to 
1.0 to 10.0 /xg/L fenvalerate resulted in significant increases in 
drift. After 30 days, density and species richness significantly 
decreased for most taxa when exposed to 0.1 /xg/L fenvalerate. 
The most severely impacted organisms included mayflies, 
stoneflies, riffle beetles, caddisflies, and some chironomids. Har- 
rahy et a l  (1994) exposed mayflies and stoneflies to Dimilin®. 
Mayflies were found to be sensitive to Dimilin® at concentrations 
of 0.6 /xg/L, whereas stoneflies were found to be less sensitive to
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this insect growth regulator. Abdullah et al. (1994) investigated 
the effects of the organophosphate insecticide profenofos on the 
acetlycholinestrase (AChE) activity of the freshwater Australian 
shrimp P aratya australiensis in 21 day exposures. Profenofos 
significantly inhibited AChE activity at concentrations of 0.1 to 
1.0 /¿g/L. Intermittent acute (24 hour) exposures were more 
harmful to the shrimp as compared to continuous acute expo­
sures as evaluated by recovery in profenofos-free water. The 
effects of a common algalcide, copper sulfate, and an insecticide, 
Carbaryl, on freshwater zooplankton were studied by Havens 
(1994b). Across the gradients of increasing copper or Carbaryl 
doses, cladocerans were greatly reduced and copepods became 
dominant. A study was undertaken to determine whether de­
posits of fenitrothion (used for forrest spraying) in two small 
ponds within operational spray blocks was sufficient to be acutely 
toxic (lethal) to rainbow trout, O ncorhynchus m ykiss and 
D aphnia m agna  (Ernst et a l .,(  1994). No mortality was observed 
to either test species in one pond. However, in another pond, 
approximately 30% mortality occurred with rainbow trout within 
96 hours and greater than 50% mortality occurred to D aphnia  
m agna  within 48 hours.

Berrill et al. (1994) studied the effects of the forest-use pesti­
cides fenitrothion, triclopyr, and hexazinone on three species of 
frog embryos and tadpoles as indicated by hatching success, 
ability to swim, avoidance, and mortality. Results of these studies 
indicated that hexazinone had no effects on frogs at environ­
mentally unrealistic concentrations, and hatching success and 
subsequent avoidance were unaffected in all frog species by ex­
posure to fenitrothion and triclopyr. However, newly hatched 
species of tadpoles were killed or paralyzed by concentrations 
of triclopyr and fenitrothion at concentrations of 8 /¿g/L and 
less. Beyers and Sikoski (1994) documented inhibition of ace­
tylcholinesterase in the endangered Colorado squawfish as a re­
sult of exposure to technical grade carbaryl and malathion. 
Threshold concentrations of 7.4 pg/L carbaryl and 150 /¿g/L 
malathion were determined using a linear-plateau regression 
model. Effects as determined in 32-day early life cycle tests eval­
uating growth and survival also indicated that the Colorado 
squawfish was much more sensitive to carbaryl as compared to 
malathion. Overall, the biochemical indicator was a more sen­
sitive determinant of toxicity as compared to the endpoints of 
growth and survival. Davies et al. (1994) evaluated the toxicity 
of seven pesticides to several species of Australian freshwater 
fish and crustaceans as determined by sublethal biochemical in­
dicators. Decapod crustaceans were extremely sensitive to or- 
ganophosphates. Sublethal indicators in fish were not protective 
of other effects in other fish species. Maximum Allowable Tox­
icant Concentrations (MATC) were also developed. Sunderam 
et al. (1994) determined the acute and chronic toxicity of En- 
dosulfan to two Australian cladocerans and related their findings 
to deriving water quality criteria. For C eriodaphnia dubia , the 
48-hr EC50 (immobilization) was 490 /¿g/L and the chronic 
NOEC for reproductive impairment was 10 /¿g/L. For M oino- 
daphnia m acleayi, the 48-hr EC50 was 215 /¿g/L and the chronic 
NOEC was 20 /¿g/L. The authors suggested that the concentration 
of endosulfan for Australian waters should be less than that cur­
rently specified by the Australian Water Quality Guidelines (10 
ng/L). The lethal and sub-lethal toxicity of lindane to the fathead 
minnow (P im ephales prom elas) and C eriodaphnia dubia  was 
reviewed (Constable and Orr, 1994). Lindane is frequently de­
tected at levels of 0.001 to 0.02 /¿g/L in some Canadian rivers.

The authors suggest that this low, but continuous level of con­
tamination may pose a sub-lethal toxic threat to aquatic life. 
The reproductive NOEC values determined by their study for 
fathead minnows and C eriodaphnia  dubia  were 21 and 6.6  /¿g/ 
L, respectively.

DIOXINS/FURANS, PCBs

Walker and Peterson (1994) documented mortality in early 
life stage brook trout exposed to 101 to 470 pg/g 2,3,7,8-TCDD. 
These trout had been exposed to 2,3,7,8-TCDD as newly fertil­
ized eggs then transferred to contaminant-free waters to develop. 
Other effects noted included yolk-sac edema, hemorrhages, and 
arrested development in sac-fry. Accumulation of PCDDs and 
PCDFs in white sucker muscle and liver were evaluated for fish 
collected from near pulp mill discharges (Servos et al., 1994). 
PCDD/PCDF concentrations were much higher in liver as com­
pared to muscle, but these differences could be accounted for 
by lipid normalization. Toxic equivalent concentrations were 
evaluated with regards to effects on mixed function oxidase 
(MFO) activity and positive correlations were observed. How­
ever, site-specific findings and findings that MFO activity is rap­
idly cleared in pulp-mill-exposed fish casted doubts on the causal 
relationship to PCDDs and PCDFs. The bioaccumulation of 40 
PCB congeners in three unialgal species (Selen astrum  capricor- 
nutum , A nabaena sp., and S y nedra  sp .) was investigated over a 
40 day period by Stange and Swackhammer (1994). For all spe­
cies, initial PCB partitioning to algae was rapid, followed by 
slower partitioning of PCBs to algae. Partitioning of PCBs to 
algae was predictable for PCBs with log octanol-water partition 
coefficients of less than 6 .0 .

OTHER ORGANICS

Gala and Giesy (1994) documented photoinduced toxicity of 
the PAH anthracene to the green alga Selenastrum  capricor- 
nutum . The stress index (SI) proved to be a useful indicator of 
photoinduced toxicity, demonstrating effects in 28 hour tests at 
anthracene concentrations as low as 8.3 /¿g/L. The rooted aquatic 
macrophyte H ydrilla  verticillata  was used to evaluate the use­
fulness of peroxidase activity as an indicator of exposure to an­
thracene (Byl et al., 1994). Significant increases in peroxidase 
activity were noted as a result of exposure to 0.01 mg/L anthra­
cene. The removal of phenols in the presence of copper and 
zinc by the aquatic weed, E ich h o m ia  crassipes, was investigated 
by Nor (1994) in order to assess its ability to clean up industrial 
wastewater. The presence of copper or zinc resulted in decreased 
phenol uptake during the first 0.5 day, while the presence of 
copper and zinc in combination resulted in higher phenol uptake. 
After a one day exposure, however, little or no differences could 
be discerned.

Bioconcentration of a polynuclear aromatic compound, py­
rene, was studied by Wildi (1994) at pH 4, 6 , and 8 s.u. with 
larval stages of the chronomid midge, C hirono m id  riparius. The 
results revealed a greater bioconcentration rate (Ki) at higher 
pH than at lower pH. The reduced rate at low pH was likely the 
result of increased mucus production of the salivary glands and 
accelerated build-up of larval tubes in the acidified environment. 
The toxicity of 2,3,4,6-tetrachlorophenol (TeCP) and penta- 
chlorophenol (PCP) was determined following standardized 
acute and chronic toxicity test protocols for D aphnia  and rotifers
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(Liber and Solomon, 1994). For D . m agna, 48-hour LC50 esti­
mates indicated that PCP was more toxic than TeCP. The com­
mercial TeCP formulation DIATOX®, which contains a 6.5:1 
ratio of TeCP:PCP, exhibited intermediate toxicity. Mean LC50 

values were 1.2, 2.7, and 2.1 mg/L, respectively. D . galeata  was 
more sensitive to TeCP than D . m agna  with a 48-hour LC50 

value of 0.58 mg/L. No reproductive effects on surviving 
D aphnia  were observed for either species. Rotifer tests were con­
ducted with B rachionus calyciflorus and K eratella  cochlearis. 
These tests also indicated that PCP was more acutely toxic to 
rotifers than TeCP. For example, the range of 24-hour LC50 

values to B . calyciflorus was 2.09 to 7.76 mg/L for PCP and 
2.31 to greater than 16 mg/L for TeCP. The accumulation of 
PAHs in mirror carp was studied by van der Weiden et a l  (1994) 
while determining temporal induction of cytochrome P450 in 
this organism. From these studies, it was determined that up to 
25% of the administered dose of PAHs was accumulated in the 
liver of the test species. High inductions of cytochrome P450 
were also associated with the administration of PAHs. Fent and 
Meier (1994) investigated the effects of triphenylin chloride 
(TPT) on hatching, survival and morphology in the early life 
stages of European minnows, P hoxinus ph oxin us. TPT com­
pounds are used as a cotoxicant to tributyltin in antifouling 
paints. The authors reported that greater mortality was observed 
at higher temperatures in fish exposed to triphenylin. Hatching 
was delayed and hatching success was decreased at a level of 
15.9 jug/L triphenylin. The investigators observed that the toxicity 
of TPT was similar to that of tributyltin.

CONVENTIONAL POLLUTANTS AND 
EFFLUEN TS

Borgmann (1994) showed that ammonia exposure resulted in 
the continuous mortality of the amphipod H yalella  azteca  for 
up to 10  weeks with similar mortality rates for adults and young. 
Tests demonstrated that ammonia toxicity to H . azteca  is best 
defined on a total ammonia basis. Hickley and Vickers (1994) 
presented data on the toxicity of ammonia to nine native New 
Zealand freshwater invertebrate species. At a water temperature 
of 15°C and pH 7 .6  and 8.2  s.u., the 96-hour EC50 concentrations 
ranged from 0.18 to greater than 0.8 g/m3. The rank of species 
sensitivity was: shrimp (Paratya curvirôstris) = mayfly (Z ephlebia  
dentata) -  stonefly (Z ealandobius fu rcilla tu s) <  Oligochaeta 
(L um b ricu lu s variegatus) <  fingernail clam (S p h a eriu m  novae- 
zeland iae) <  mayfly (D eleatid ium  spp.) <  snail (P otam opyrgus 
antip oda ru m ) < caddisfly ( P ycnocentria evecta) <  crustacean 
(P aracalliope fluv iatilis). The authors conclude that the USEPA 
criteria may not provide adequate protection for New Zealand 
species.

Fathead minnows were exposed to thiocyanate in 124-day 
tests (Lanno and Dixon, 1994) evaluating effects on growth, 
physiological, reproductive, and histological parameters. His­
tological changes in thyroidal tissue were the most sensitive in­
dicators of toxicity, indicating effects at concentrations of 1 .1  

mg/L. Other effects were observed at thiocyanate concentrations 
of above 15 mg/L. Nitrite was found to effect the survival of 
Grass Carp, C tenopharyngodon idella, in relation with chloride 
(Alcaraz and Espina, 1994). The toxicity of nitrite to C. idella  
decreased in groups of fish exposed to the nitrite 96-hr LC50 

value of 1.71 mg/L (plus higher concentrations) with increasing 
chloride concentrations of 5 to 6.5 mg/L. Through the use of

GIS, Richards and Host (1994) found strong correlations between 
substrate characterization/coarse woody debris and macroin­
vertebrate assemblage richness and composition. Substrate 
characteristics were then tied to agricultural and urban land use, 
suggesting primary relationships between land use and stream 
habitat quality. The fine particle fraction of sediments collected 
near bulkheads made of chromated copper arsenate (CCA)- 
treated wood had elevated concentrations of the three chemicals 
(Weis and Weis, 1994). Concentrations of these chemicals de­
creased with distance from the bulkhead. Elevated concentrations 
of these contaminants were also detected in benthic organisms 
adjacent to the bulkheads. However, toxicity tests with the cor­
responding sediments did not reveal consistent toxicity. Analyses 
of the benthic community around the bulkheads did reveal re­
duced species richness, total numbers of organisms, and diversity 
compared with reference sediments with lower metal concen­
trations. The effects of chlorine on valve movement in the Asiatic 
Clam C orbicula flu m in ea  was evaluated by Ham and Peterson 
(1994) using automated technologies. Significant reductions in 
valve closure were observed as a result of exposure to 0 .02  to 
0.07 mg/L total residual chlorine. Fu et al. (1994) compared the 
acute (92 to 96 hour) toxicity of pre- and post-treatment effluents 
to H ydra attenuata  to effluent toxicity to fathead minnow (Pi- 
m ephales prom elas). These studies indicated that H . attenuata  
holds promise for use as a simple tool to assess effluent toxicity. 
A simple bioassay, based on the reproductive behavior of the 
amphipod G am m arus p u lex , was found by Pascal et a l  (1994) 
to be useful in detecting a wide range of pollutants at concen­
trations significantly below those causing acute lethal toxicity.

Biochemical, physiological, and pathological endpoints were 
evaluated for mountain whitefish and longnose sucker exposed 
to biologically treated bleached-kraft effluent (Kloepper-Sams 
et a l, 1994). Bodyburdens of metals and organics were evaluated 
for correlations with observed responses. Of the numerous bio­
chemical endpoints evaluated, the detoxification enzyme cyto­
chrome P45G1A consistently indicated exposure to the effluent. 
Klopper-Sams and Benton (1994) also used P4501A as an in­
dicator in field monitoring studies and found no correlations 
between induction of P4501A and other endpoints. P4501A 
could not be related to adverse effects in these field-related stud­
ies. Swanson et al. (1994) found no correlations between fish 
population level effects and exposure to bleached-kraft mill ef­
fluent. Robinson et a l  (1994) used C eriodaphnia  and fathead 
minnow toxicity tests to assess the effects of pulp mill effluents. 
These tests indicated toxicity to fathead minnows for some am­
bient waters, while some ambient waters containing pulp mill 
effluents increased C eriodaphnia  reproduction. Neither type of 
test predicted physiological changes observed for fish collected 
from receiving waters. Munkittrick et a l  (1994) surveyed re­
ceiving water environmental impacts associated with pulp mills 
as evaluate by fish organ weights, hepatic mixed function oxidase 
(MFO) activity, and plasma steroid levels. Results indicated that 
hepatic MFO induction occurred at some locations downstream 
of pulp mill discharges with and without chlorine bleaching. A 
laboratory assessment was made of a fish monitor used to mea­
sure significant changes in fish ventilation frequency as an in­
dicator of the occurrence of a toxic pollutant (Baldwin et a l, 
1994a). The monitor was found to show responses at between 
10% and 250% of the LC50 for rainbow trout (Salm o ga ird n eri) 
with a response within 40 minutes. The concentration of response 
may be considerably higher than the suggested no response ad-
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verse levels (SNARL) when toxic symptoms are of a chronic 
nature. Baldwin et al. (1994b) performed field trials on the same 
monitor over a one year period to determine whether the estab­
lished performance from lab testing could be sustained in op­
eration and to identify factors which may cause false responses. 
The main factors causing false responses were physical distur­
bances: entry into fish monitor rooms, interruptions in water 
flow, and sudden changes in water conditions resulting from 
influences of extreme high tides. The false response rate was 
estimated to be at or below that estimated from laboratory trials. 
The potential of 31 secondary-treated pulp and paper mill ef­
fluents from eight different mills to induce mixed function ox­
idase (MFO) activity in the livers of rainbow trout (O ncorhynchus 
m ykiss) was investigated by short-term (4-day) laboratory ex­
posures to 10% effluent concentration (Martel et a l , 1994). The 
greatest increase in ethoxy-resortin-O-deethylase (EROD) activ­
ity came from thermochemical pulp (TMP) mill effluents and, 
specifically, from the krafit cooking process used to convert wood 
into pulp.

Scott H a ll is m a n a ger o f  T h e A D V E N T  G roup, I n c .’s E co- 
toxicology G roup, 2 0 1  Su m m itt View  D rive, B rentw ood, T en­
n essee 3 7 0 2 7 . Jim  C ha m berlain  is an environm ental en gin eer  
with U nited S cien ce In du stries o f  O ak R id ge, T en n essee an d  
E rik a  G odw in-Saad is a scientist with T h e A D V E N T  G roup, 
In c. ’s E cotoxicology G roup, B rentw ood, T enn.
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QUESTION 1: Chapter 4 gives a brief overview of Rosgen’s Channel Classification. Get the

original document and elaborate a little on the stream types. Also find a journal article

that cites Rosgen (1994).

Stream classification systems have been proposed by many scientists (Davis 1899; Culbertson 

et al. 1967; Kahn 1971) in an attempt to enable the understanding of fluvial processes and to predict 

behavior of a stream based on its appearance. Classifying objects allows for the creation of groups 

based on common characteristics. In the case of streams, classification may be the initial step in 

restoration, sediment, and flood control. Rosgen (1994) based stream classification on broad 

categorizations of channel slope, shape and patterns. The interplay of these geomorphic characteristics 

results in nine stream types ranging from steep, straight, mountain streams to wide, estuarian channels. 

Classes of streams include Aa+, A, B, C, D, DA, E, F, and G. These categories are based on reaches 

of the stream channel with similar characteristics. Rosgen’s classification does not stop at this broad 

classification but continues to examine stream “state” factors such as substrate, riparian vegetation, 

stream order, and bed stability to further differentiate streams. McMahon (1996) illustrated how stream 

types can be divided by using size of the substrate. Delineation of streams into the nine categories 

serves four functions: 1) to provide for the initial integration of basin characteristics, valley types, and 

landforms with stream system morphology, 2) to provide a consistent framework for organizing stream 

information and communicating the aspects of stream morphology, 3) to assist in the setting of priorities 

for conducting more detailed assessments, and 4) to correlate similar general level inventories such as 

fish habitat, stream boating categories, and riparian habitat with companion stream inventories (Rosgen 

1996). The categorization of the first nine stream types can be determined via observations and use of 

topographical maps versus difficult field measurements. I will discuss the nine different classes of 

stream channels followed by an examination of how the differences in channel slope, shape and pattern 

make up those classes.

Rosgen’s classification groups start with steep gradient streams and progress to lower gradient 

areas. Rosgen’s Aa+ streams are those with a slope greater than 10%. Such streams usually have 

deep channels with little to no meander and also no floodplain. They are distinguished by the similarity 

of the shape of the channel and the shape of the valley. They also tend to have waterfalls with deep



scour pools. One example of such a stream is the Grand Canyon of the Yellowstone. Rosgen’s A 

streams are very similar to the Aa+ streams although they have a lower gradient (4-10% slope). Class A 

streams are still narrow and deep with large substrate components, although they exhibit more lateral 

movement than Aa+ streams and have slightly more floodplain.

Class B streams have slopes of 2-4% and are moderately entrenched and exhibit occasional 

pools separating rapid dominated runs with a moderate floodplain. Class B streams do not have the 

expansive plains of D streams or the narrow plains of A streams. An example of a B stream is the 

Cache la Poudre River through the upper reaches.

Rosgen’s C streams are low gradient, riffle/pool streams with well-defined floodplains. These 

streams are slightly entrenched with a well defined, meandering channel. An example of a C stream can 

be seen at the confluence of the Green and Colorado Rivers, Utah.

Streams of D and DA classification are similar due to their wide channels and broad floodplains. 

Streams labeled D are braided channels with slopes less than 4% and eroding banks. Streams of the 

DA classification have multiple channels with highly-developed wetland habitats and vegetated 

floodplains. Sinuosity varies between channels and the vegetation on the banks results in stable 

shorelines. These streams also exhibit the lowest slope category of less than 0.5%.

Slopes in the stream types E-G rise slightly from DA streams 0.5% to the 2-4% of G streams. 

Class E streams generally have low gradients with highly meandering channels and broad floodplains. 

These streams also tend to be deeply incised in relation to their channel width. Often, class E streams 

have abundant vegetation on banks.

Class F streams are deeply entrenched channels with wide channel width, resulting in shallow 

water levels. Due to the deep entrenchment, there is no established floodplain. These streams have 

slopes of less than 2% through a substrate that has been highly affected by weathering. Moderate 

meanders cut into highly erodible banks.

Streams of type G are deeply incised with very little floodplain and moderate sinuosity. A class 

G stream is likely to be an entrenched gully, with slopes between 2-4%, exhibiting step/pool morphology 

and narrow valleys.

There are three main diagnostic characteristics which create the broad classification presented



above. These characteristics are slope, cross-section, and plan view or sinuosity. The most important 

determiner of the broad geomorphic classifications that Rosgen calls stream types, is the slope of the 

land through the reach of stream being studied. This criterion can be determined via topographical 

maps without taking measurements at the stream locale. Rosgen identified six slopes ranging from 

greater than 10 percent (>10%) to less than half a percent (<0.5%). Streams Aa+ and A are steep 

streams with gradients greater than 4%. Stream types C, DA, E, and F are streams with low gradient 

(< 2%) with riffle/pool patterns. Slope plays a great role in the classification of stream type because it 

influences channel shape and channel patterns as it shifts from steep to lower gradient regions. The 

impact of the slope can be seen on the composition of bed materials. Steeper slopes often have rock or 

boulder substrates while streams with flatter slopes have smaller substrate composites. The slope may 

also affect channel shape and channel patterns. Generally, the steeper the slope, the more entrenched 

and less meander will be found in the stream. Such a pattern can be seen in almost any stream. For 

example, as the Colorado River enters Glen Canyon National Resource Area through Cataract Canyon, 

it is a steep, straight reach with little meander and large bed material. Conversely, the Colorado River 

between Cisco and Moab, Utah is a wide and relatively deep and meandering channel. Simply looking 

at these two reaches one can see the effect slope can have on a stream, alone or in its interaction with 

other variables.

Another important component of Rosgen’s classification system is channel shape. Channel 

shape (cross section) is determined by slope of the stream as well as the composition of the confining 

area. For example a stream bounded on either side by solid rock walls is more likely to have a deeply 

entrenched and straight channel than a stream which flows through lowland plains areas bordered by 

fields and meadows. Streams in broad valleys need not always be shallow throughout their width, but 

may be significantly entrenched due to regions of movable sediment and hydrology which concentrates 

flow into a specific region. The Michigan River flowing through North Park offers an example of an E 

stream type that has one narrow, deeply incised, meandering channel, that generally runs full, and has a 

wide floodplain. The incision of the channel is due to the combination of the slope and bed material 

present in a reach of a stream. Since water tends to flow in the path of least resistance, if a stream can 

spread out, it will. Consequently, the less momentum the water has, the smaller the bed material it can



displace, which can result in braided channels with islands of rooted plants which add to the braiding. 

Channel shape may be more a result of the slope than a useful classification tool.

The third component of Rosgen’s broad classification system for river channels is the channel 

pattern. The channel pattern or sinuousness of a stream plays an important role in the delineation of 

stream type. If a stream’s contours are very similar to the valley, for example, deep, narrow canyons, it 

is likely that such a reach will be straight and steep, classified as an A stream. In these streams, the 

lack of lateral movement of the water is extremely limited and the water incises its substrate to the point 

of contacting solid rock. Alternatively, if the stream is found in a broad valley with room to move 

laterally, it will naturally spread out rather than cutting into its floor. Streams on valley floors with wide 

floodplains and lots of meanders or braided channels are classified as C-E streams. The channel 

pattern offers indications of channel entrenchment, as solid walls or vegetated banks preclude the 

meandering ability of the stream, causing it to cut deeper into itself. Wide flood-prone valleys are 

indicators of streams of either C, D, DA, and E types. Streams with smaller, flood prone areas include 

Aa+, A, B, F, and G. The most noticeable lack of flood-prone areas is found in Aa+, A, F, and G 

streams.

Determination of stream classification can be rather difficult based on many different variables 

which make up streams, including gradient, channel pattern, bed type, and channel shape. Rosgen, I 

believe has consolidated these factors into an more understandable matrix which can be used to 

describe streams accurately. However, I believe that the idea of a common language for describing 

streams may be lacking within Rosgen’s classification. Wthout a solid understanding of how Rosgen 

separates streams and knowledge of the “codes" (stream types A, B, and further 1, 2, 3) individuals will 

not be able to discuss such a paring of this complex subject matter. It may be more realistic to have 

terms which describe the different types of streams (for example mountain stream versus A) to facilitate 

discussion of streams when parties are unaware of Rosgen’s classification system. Kondolf (1995) cites 

that while scientists such as Rosgen are creating stream classification schemes, the use of these 

schemes are in the hands of non-geomorphologists who may not recognize the limitations of the 

classification guilds. This concern must be taken into account in restoration and other activities if quality

determinations are to be achieved.
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QUESTION TWO: Condense what was written about sampling with rotenone down to a one page
handout of what is most pertinent to a graduate wanting to sample using rotenone.

Rotenone is a chemical isolated from the roots of trees of the genus’ Derris and Lonchocarpus. 
Rotenone kills fish by inhibiting cellular respiration. Rotenone is known under various brand names 
including Nuysn Nox-Fish, Cube, Derris, and Fish-Tox, and is available as either a powder or a liquid that 
has a 2.5 or 5% active ingredient. Rotenone is insoluable in water, so the use of EtOH acetone, CCI4, or 
other organic solvents are required for use in fishery management (Haley 1978).

Rotenone has two applications in fisheries' management, to sample a selected area of a lake for 
population density or species composition and to reclaim lakes or streams from undesirable species. 
Application in lakes is more common due to the ability to contain the rotenone versus stream use. 
Sampling in lakes and areas which can be cordoned off (locks, coves, and specific open water habitats 
using nets or Wegener rings) requires the calculation of volume of water to be treated. Bettoli and 
Maceina (1996) present an example of volume calculation for a cove using a bathymetric map. 
Reclamation of lakes requires calculation of volume to hold down costs of operation, but lakes can be 
partially drained to reduce the necessary chemicals for total removal of fish. As with any procedure 
involving fishes, variation in the susceptibility to rotenone exists between species. Shad, walleye, pike, 
and rainbow trout are more sensitive to the effects of rotenone than species such as channel catfish, 
bullheads, and carp (Brunson 1997).

Sensitivity of fish to the effects of rotenone influences the amount used during a study. Effective 
concentrations of rotenone range from 0.5 mg/L to 3 mg/L with less rotenone being used on more 
sensitive species. Bettoli and Maceina (1996) stated that 3 L of rotenone/ 1000m3 was a close conversion 
(1 L = 106 mg; 1,000 m3 = 106 L). Rotenone effectiveness of is increased when even distribution in the 
water is achieved. Dilution of rotenone to water at a ratio of 1:10 combined with both a surface and below 
surface application via outboard motor turbulence and venturi pumps assist in achieving even 
distributions.

The effects of rotenone can be influenced by various factors including temperature, turbidity, and 
aquatic plants. Temperature has the greatest impact on the toxicity and persistence. Warmer water 
increases the toxicity while shortening the persistence of rotenone. Gilderhus et al. (1988) stated that 
rotenone persisted in water at 0-5°C for 57 days and for seven days at 23-27°C. Aquatic plants absorb 
rotenone, limiting its abundance and its effectiveness on fish. Gilderhus (1982) noted the reduction in 
potency of rotenone when bentonite clay was added to the water.

Detoxification is an important factor to be considered when using rotenone. Rotenone can be 
dispersed to unwanted areas via wind or water currents. Dispersal and detoxification must be prepared 
for by gathering information relating to physical characteristics of waters, attention to weather patterns, 
and having potassium permanganate available. Introduced at ratios of 1:1 or 2:1 with rotenone, Bettoli 
and Maceina (1996) recommended not using more than 4 mg/L or detoxification of the introduced 
permanganate will be necessary. Effects of unconstrained or improperly detoxified treatment in the Green 
River, Utah, were illustrated by Holden (1991).

Retrieval of affected fishes is a concern in rotenone sampling methodology. Although most fish 
killed by rotenone will come to the surface, some will lay on the bottom. For calculations of density and 
composition, the impacts of these fishes on calculations need to be considered. Grinstead et al. (1978) 
suggested a determination of species specific recovery rates although Ball (1945) and Krumholz (1950) 
suggested rates without regard to species.

Human safety concerns associated with the use of rotenone are related to surface contact and 
acute exposure. Surface contact may result in dermatitis, ulcers in the nose, and irritation of mucous 
membranes. Acute exposure such as inhalation or ingestion will result in nausea, vomiting, numbness, 
and tremors. Fish killed by rotenone are not recommended to be eaten by humans.

Other concerns which may arise prior to or during rotenone application include questions of 
animal rights on the necessity of killing fish when non-lethal methods such as electrofishing are available. 
Preparation for such situations may be advisable.
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QUESTION THREE: List as many reasons as you can for tagging fish.

Tagging offish can be defined as any means in which an individual fish or groups of fishes can 

be differentiated from others of the same species. There are many different methods of tagging or 

marking. Due to the development of new techniques of tagging and marking, the applications to 

fisheries and aquaculture have increased. In the lists below, I view tagging as a means of identifying 

individuals while marking pertains to groups. Essential to the use of tags or marks is the ability to 

recapture and identify tagged individuals at a later date (with the exception of radio tags which transmit 

constantly).

Reasons for tagging individual fish

—To evaluate growth rates offish during different life stages.

—To identify patterns of movement prior to or during reproduction.

—To be able to determine the age of a fish based on information (such as length, weight, condition) 

gathered at release or during an earlier capture.

—To follow individuals through a period of time to make observations on habitat, movement, feeding 

and reproduction.

—To develop new tags by testing prototypes on fish in either laboratory or field experiments.

—To determine exploitation of populations by recreational or commercial fishermen.

—To evaluate the effect of stress on the biological activity of fish, caused by tag implantation or other 

stressor.

—To evaluate the life span of individual fish.

—To determine habitat preference or use

—To monitor the diet offish in varied habitats and relate information to growth and productivity.

—To evaluate mortality of different stocks of fish 

—To determine return rates of migratory fishes to natal streams 

—For monitoring to use fish as bioindicators of pollution

—To evaluate the effectiveness of fish ladders for the reestablishment of historical home ranges of 

migratory fishes

—To remotely measure or detect a biological function, activity or condition (biotelemetry)



—To locate spawning areas offish populations by radiotelemetry 

Reasons for marking groups offish

—To estimate the number offish that are present in a population 

—To evaluate sex ratios of stocked fish from previous capture occasions 

—To differentiate between hatchery-reared stocked fish and wild fish

—To perform mark and recapture experiments so that biologists will know approximately how many fish 

they are managing.

—To create survival estimates of different ages, sexes, or species offish 

—To monitor life history of fishes

—To identify different parentage of fishes reared in hatcheries 

—To evaluate the contributions of hatcheries to stocks and communities of fishes 

—To evaluate the contributions of hatcheries to re colonization or reestablishment of endangered fishes 

—To evaluate the effects of stocking hatchery fish at different sizes 

—To determine the optimum time to stock fish to provide the best results

—To determine the best temperature at which to stock fish to provide the best recruitment and survival 

—To identify fish that have been released or which escaped from a fish ranching facility 

—To identify densities in hatcheries which are most beneficial to optimum growth and survival 

—To identify the most effective numbers and sizes of fish to release to avoid predation 

—To establish timing of age dependent migrations based on otolith marking 

—To evaluate the effectiveness of toxicants and the ability to retrieve fish killed 

—To aid in the management of migratory species to understand timing of spawning runs 

—To determine effects of various stocks of fish and use by anglers or commercial fishermen



QUESTION 4: Chapter 15 covers PSD, along with other indices. Pretend that I asked you to 

present a short lecture on PSD to FW204 to allow me to get to class a little late from a 

meeting. Emphasis in FW204 is on techniques; it is presumed that application will be 

covered in other courses. Develop an outline of information that you would use in this 

lecture about PSD as a technique for analyzing and presenting length data.

- Proportional Stock Density (PSD) is a technique that uses length-frequency data to manage

fish populations.

- PSD predicts the balance, of a dynamic population characterized by 1) continual reproduction

of predator and prey species, 2) diverse sizes of prey species so that food is available 

for all predators, 3) high growth rates of all fish, and 4) an annual yield of harvestable- 

size fish (Flickinger and Bulow 1993), of medium to large size fish in a population based 

on sampling a portion of the population using traditional methods such as electrofishing 

or seining.

- Reasons for the development of stock densities:

- Management of fisheries was evolving from a focus on a sustained yield to an

optimization of quality coupled with yields.

- Management of populations based on early techniques (Swingle's F/C, Y/C, and A,

ratios developed in the 1940's was difficult).

- F/C ratio = total weight of all forage fish

total weight of all carnivorous fish

- Y/C ratio = total weight of all forage fish small enough to be eaten by average

size C fish

total weight of average size carnivorous fish

- A, ratio = weight of harvestable fish x 100

total weight of all fish

All of these ratios require measurement of weight, which may present a bias due 

to the influence of factors such as temperature, food availability, and



metabolism. Balance should be determined from length information and age 

structure due to the fact that weight does not consistently reflect age as a result 

of the previously mentioned factors.

- Stock density methods proposed by Anderson (1978) allow fishery biologists to utilize

simpler length information to determine the age classes present in a population 

and then base management decisions on that information.

- These indices reflect an interaction of reproductive rates, growth, and mortality of the

age classes present (Flickinger and Bulow 1993).

- Calculation of PSD

- Equation: PSD = Number of fish ».minimum quality length

Number of fish > minimum stock length

- Number of quality length fish

- Quality length = - minimum size anglers like to catch

species specific determination (Anderson and Neumann 1996)

- Number of stock length fish

- Stock length = -average length at maturity

species specific determination (Anderson and Neumann 1996)

- Anderson and Neumann (1996) list English and metric values for stock, quality,

preferred, memorable, and trophy size fishes. These values separate fish into 

groups used in PSD calculations. These size categories are based on 

percentages of world record length and all sizes are standard.

- Example one: 375 largemouth bass were captured during the sampling of a pond. Of

the 375 fish captured 192 fish are above quality length. The remaining fish are 

stock size. What is the PSD of this sampled population? Quality length for 

largemouth bass is 30 cm and stock length is 20 cm.

PSD = Number offish ».minimum quality length

Number of fish »minimum stock length
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- Balanced populations for largemouth bass are between 40 and 70. Data is presented 

with no decimal places and no percent (%) sign.

i)at may influence the outcome of the use of PSD equation includes:

- Conversion of English measurements to metric.

- PSD can be calculated using either English or metric measurements although

conversion from one to the other will create error, for example stock size 

for white crappie is five in or 13 cm not 12.5 cm resulting from English to 

metric conversion.

- Weithman et al (1980) established a table to allow biologists to calculate PSD 

by sampling a population until a specific number of quality length fish 

were captured in a sample of stock length fish. This technique 

eliminates unnecessary sampling thereby saving time and money.

Example two: 225 largemouth bass were captured during(asampling period. 164 fish 

are greater than quality length. What is the PSD of this population?

- Variation on PSD sampling

- Sequential sampling

- Answer to example two: PSD = 73
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Abstract.-In recem years an increasing share of fishery managemem resources has ^ n  com­
mitted to alteration offish habitat with artificial stream structures. We evaluated rates and causes 
of physical impairment or failure for 161 fish habitat structures in 15 streams m »uthwep^Oregon 
and southwest Washington, following a flood of a magnitude that recurs even' i - 1 0  y e a rs jh e  
incidence of functional impairment and outright failure varied widelyamong 
failure rate was 18.5% and the median damage rate (impairment plus failure) was 60 Modes of 
failure were diverse and bote no simple relationship to structure design. Damage was f lu e n t  m 
low-gradient stream segments and widespread in streams with signsof recent walers e ^  •
high sediment loads, and unstable channels. Comparison of estimated 
from 46 projects throughout western Oregon and southwest Washington showed high 
rates (m ^ian, 14%; range, 0- 100%) in regions where peak discharge at 10-year recuiren« mter uls 
hasexceeded 1.0m 3 -s.-'.-km-3. Results suggest that commonly prescribed structural modifications 
often^me inappropriate and counterprodudi^in streamsyvith liigh or elevated ^ .™ e n . toads 
high peak flows, or highly erodible bank materials. Restoration of fourth-order and larger al uvia 

"7valleystreams, which have the greatest potential for fish production in the Pacific Northwest, will 
require reestablishment of natural watershed and riparian processes over the long term.

During the past decade, popular demand and 
financial support for restoration o f fish habitats in 
North American streams have increased dramat­
ically. Restoration or “enhancement” activity in 
the west has concentrated on direct modification 
o f streams with artificial structures such as log 
weirs and gabions. Despite numerous pleas for 
careful scientific evaluation (e.g., Hall and Baker 
1982; Reeves and Roelofs 1982; Everest and Se- 
dell 1984; Hall 1984; Klingeman 1984; Platts and 
Rinne 1985), large and costly projects continue to 
be planned and implemented by federal and state 
agencies with little or no analysis o f their effec­
tiveness.

During the 1980s, habitat management pro­
grams o f federal agencies became increasingly 
dominated by artificial-structure programs. For 
example, according to the U .S. Bureau o f Land 
Management (1989), even as the number o f fishery 
biologists in the agency dropped by more than half 
between 1980 and 1987, budgets increased for fish 
“ habitat developm ent” and “ project m ainte­
nance” —a program dominated by artificial struc­
tures. T he B on neville Power A dm inistration 
spends more than US$5 million annually on stream 
structures and related projects in Idaho, Oregon, 
and Washington in attempts to mitigate hydro- 
power impacts on wild fish (Bonneville Power Ad­

ministration, unpublished data). In fiscal year 1987, 
the U.S. Forest Service built more than 2,400 fish 
habitat structures in its Pacific Northwest Region, 
and the budget for this program far exceeded funds 
available to protect, monitor, and rehabilitate soil 
and watershed resources (U .S. Forest Service, un­
published data).

An illustration o f the new reliance that resource 
managers are placing on artificial fish habitats ap­
pears in the Siskiyou National Forest Management 
Plan (USDA 1989), which prescribes structures 
costing more than $1.7 million over 3 years. In 
the computer model used to assess the economic 
effects o f acti vities, Siskiyou National Forest plan­
ners assumed, without supporting evidence, a net 
gain of 3 -4  lb (1 .4 -1 .8  kg) o f anadromous fish 
annually for each dollar spent on artificial struc­
tures. Logging in riparian areas and a projected 
influx o f many tons o f sediment annually caused 
by new roads and logging were assumed to have 
no significant adverse effect on fishery values 
(USDA 1989). The Forest Service assumed that 
any adverse effects on fish habitat and water qual­
ity would be more than compensated by fish hab­
itat created with new artificial structures.

Ongoing evaluation o f failures, as well as suc­
cesses, is necessary to ensure that a program is 
achieving its objectives without costly mistakes or
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unintended side effects. The few evaluations of 
artificial-structure projects in the Pacific North­
west have shown mixed results. Hall and Baker 
(1982) and Hamilton (1989) summarized pub­
lished and many unpublished evaluations o f the 
effectiveness o f fish habitat modification projects 
in streams. Although studies o f apparently suc­
cessful projects (e.g., Ward and Slaney 1981; House 
and Boehne 1986) have been cited widely, Ham­
ilton’s review (1989) suggested that studies show­
ing neutral or negative biological effects have been 
published less frequently than those with favorable 
results.

Several studies have indicated that structural 
modifications can be ineffective or damaging. For 
example, Hamilton (1989) observed reduced trout 
abundance in a nonhem  California stream reach 
with artificial boulder structures, compared with 
an adjacent unaltered reach. A large-scale habitat 
modification program on Fish Creek in western 
Oregon produced cost-effective increases in fish 
production from opening o f off-channel ponds, but 
generally negative or neutral effects from boulder 
berms and log structures (F. E. Everest et al., U.S. 
Forest Service Pacific Northwest Research Sta­
tion, unpublished data). Some structures in Fish 
Creek were damaged by floods before they meas­
urably affected physical or biological conditions 
o f the stream (Everest et al., unpublished data). In 
Idaho, C. E. Petrosky and T. B. Holubetz (Idaho 
Department o f Fish and Game, unpublished data) 
found little evidence that instream structures in­
creased the abundance o f juvenile Chinook salmon 
O ncorhynchus tshawytscha and steelhead O. my- 
kiss, and in one project more than 20% o f the 
structures failed during their first winter. In Big 
Creek, Utah, Platts and Nelson (1985) found that 
outside a fenced exclosure, artificial structures were 
destroyed by livestock trampling and grazing-re­
lated streambank erosion. Babcock (1986) report­
ed that nearly three-quarters o f the structures in a 
Colorado project failed or were rendered ineffec­
tive by a flood just 2 years after construction. Sev­
eral o f the remaining structures apparently created 
migration barriers for fishes, a problem also ob­
served in Oregon (C.A.F., personal observation).

For artificial structures to function successfully, 
they must meet carefully defined objectives spe­
cific to target species, life history stage, and pre­
vailing physical factors (Everest and Sedell 1984), 
and design must be closely tailored to geomorphic 
and hydraulic conditions (Klingeman 1984). To 
meet specific biological and economic objectives, 
most structures employed to date (e.g., wire ga­

bions and log weirs) must remain intact at the 
installation site for their projected life span. Yet 
in the Northwest, few projects have been in place 
long enough for researchers to assess their dura­
bility across a range o f stream flows. In this paper, 
we evaluate the incidence and causes o f physical 
damage to artificial stream structures at several 
projects in Washington and Oregon. A flood o f a 
magnitude that recurs at 2 - 10-year intervals oc­
curred within the first few years after construction, 
which provided an opportunity to evaluate how 
well these projects could be expected to survive 
and function for their projected life spans. We ex­
amine the incidence o f structure impairment and 
failure in relation to design, stream characteristics, 
and regional hydrologic conditions, and we discuss 
the implications o f structure dysfunction for fish 
habitat management in the Pacific Northwest.

Methods

Study sites. — In the summer o f 1986, we deter­
mined the incidence o f physical impairment or 
failure o f artificial structure projects on eight 
streams in southwest Oregon and seven streams 
in southwest Washington (Figure 1; Table 1). The 
sample comprised 161 structures built by the state 
o f Oregon’s Salmon and Trout Enhancement Pro­
gram and by the U.S. Forest Service between 1981 
and 1985.

South coastal Oregon has intense winter precip­
itation, flashy streamflow, and very high sediment 
yields, particularly from heavily logged water­
sheds. Projects in southwest Oregon were intended 
to increase spawning habitat for fall chinook salm­
on by stabilizing gravel and providing cover for 
adults, and to improve rearing habitat for juvenile 
chinook salmon, steelhead, and cutthroat trout 
Oncorhynchus clarki by increasing area, depth, and 
complexity o f  pools (Johnson 1984; USDA 1989; 
G. Westfall, Oregon Department o f Fish and Wild­
life, unpublished data). Structures consisted o f lat­
eral log deflectors, cross-stream log weirs, multi­
ple-log structures, and cabled natural debris jam s. 
Benefit-cost projections were based on a life span 
o f 20-25  years for all structures (Johnson 1984; 
USD A 1989).

In southwest Washington, a region o f  moder­
ately high sediment yield and high peak flows from 
winter rain-on-snow, projects were intended to in­
crease pool area for rearing o f juvenile salmonids 
(USDA 1987). Steelhead, brook trout Salvelinus 
fontinalis, and spring chinook salmon occurred in 
project streams. The structures consisted o f log
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TA8LE 1 —Physical characteristics of study sites. Valley segment types are large-scale geomorphic units, slightly 
i modified from Frissell and Liss (unpublished) and Cupp (1989). VaUey segment codes are: AV -  ahuvial valley; 

Acy  = alluvial fan-influenced valley; TBV = terrace-bound valley; AC = alluviated canyon; IUH mcisea 
U-shaped valley, high gradient. A slash between two codes means both valley types occurred within the project

Mean
Elevation Drainage channel 

(m) area (km2) slope (%)

Bear Creek 
Foster Creek 
Silver Creek 
Shasta Costa Creek 
Euchre Creek 
Crooked Bridge Creek 
“Outcrop Creek" 
Boulder Creek

Rush Creek 
Falls Creek 
Layout Creek 
Upper Trout Creek 
Lower Trout Creek 
Wind River 
Trapper Creek

50
6020
50
25
25
25
25

945
830
540
565
535
335
340

Mean active Mean active 
channel channel 

width (m) depth (m)

Southwest Oregon 
22.9 2.0
30.6 1.5
25.1 1.0
46.0 1.0
51.4 1.0

2.7 -, 2.5
> ' 4.0 .

5.9 2.0
Southwest Washington

17.8 2.0
24.8 6.0
14.8 1.0
10.8 2.0
62.7, . 1.0

632.0 1.0
28.8 1.5

10.9
9.6
8.9

18.2
30.0 
6.0 
5.5 '

12.0

10.4
8.1

15.6 
9.3

20.0
31.2
25.6

0.7 
0.8 
0.4 
0.9 1.0 
0.7 
0.5 
q.7 ■

0.7
0.6
0.7
0.6
1.01.0
0.8

Valley segment 
type

AC
TBV
AFV
TBV
AV/AFV
AV
AFV
AFV/AV

AV
IUH
AV
AV
AV
AV
AV

weirs, diagonal log deflectors, multiple-log struc- 
t ir is , cabled natural woody debris jam s, and single 
j.::J  clustered boulders.

F lo o d  p eak estim ation.— Because none o f the 
project streams were gauged, we used several 
methods to estimate recurrence interval o f the 
February 1986 flood, the primary event affecting 
our study. At that time gauged streams in south­
west Oregon experienced an instantaneous peak 
flow with about a 2-year recurrence interval (Geo­
logical Survey Water Resources Data for Wash­
ington arid Oregon, Water Year 1986; Friday and 
Miller 1984). However, the 1986 flood was un­
usual in its duration, causing high flows for several 
consecutive days. After adjustment for duration, 
the estimated recurrence interval was 5—7 years 
based on the estimates o f Friday and Miller (1984) 
for Chetco River near Brookings and South Fork 
Coquille River at Powers. McGavock et al. (1986) 
estimated the recurrence interval o f the February 
1986 flood in gauged southwest W ashington 
streams at 3-5  years.

To assess variation in the February 1986 peak 
flow among the project streams in southwest Or­
egon, we surveyed cross sections at the project sites 
and reconstructed flood crests based on flotsam 
lines. Using the Manning equation (Richards 1982; 
Thom e and Zevenbergen 1985) with roughness 
estimated visually (Barnes 1967), we estimated 
peak flows for each stream. We then estimated

flood recurrence intervals (for instantaneous peak 
flow) following three regional prediction proce­
dures (Harris et al. 1979; Campbell et al. 1982; 
Andrus et al. 1989). Final estimates for each stream 
are the averaged results o f the three procedures 
except for two watersheds o f less than 5 km2, where 
only the Andrus et al. (1989) method appeared to 
provide reasonable estimates. Because estimates 
o f peak discharge often err by as much as 30% 
(Thom e and Zevenbergen 1985), and because pre­
dictions o f recurrence intervals introduce addi­
tional error, these estimates—which varied from 
slightly less than 2 years to 10 years among the 
Oregon streams (Table 2 )—should be viewed as 
rough approximations.

Definitions. —We classified structures into three 
categories, depending on their physical condition 
and function. A structure that had been washed 
downstream, severely fragmented, or grossly dis­
located so it retained little or no contact with the 
low-flow channel or was otherwise incapable o f 
achieving its intended physical objective (e.g., cfe- 
ating or enlarging a pool) was classified as a “ fail­
ure.” A structure that remained in its original lo­
cation but, because o f alteration to it or the stream 
channel, no longer functioned in the intended mode 
or appeared to be at least temporarily ineffective, 
was classified as “ impaired.” A structure that had 
been buried under bed-load deposits was consid­
ered impaired. A structure not visibly damaged or
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T able 2 -H o o d  magnitude es»m a«s, and rales df damage and failure for fish hab.tat structures surveyedI .n 
1986 Flood peak is the estimated peak discharge; the estimated recurrence interval is in parentheses. A dash 
i n d i r a t K ^ t a Ï e  L i a  were no, available; recurrence intervals at these sites were estimated from nearby streams 
or from regional analyses by the U.S. Geological Survey-

Stream

Bear Creek 
Foster Creek 
Silver Creek 
Shasta Costa Creek . ; 
Euchre Creek 
Crooked Bridge Creek 
“Outcrop Creek" 
Boulder Creek

Rush Creek 
Falls Creek 
Layout Creek 
Upper Trout Creek 
Lower Trout Creek 
Wind River 
Trapper Creek

» M BS peak̂m3/s
(recurrence interval)

Southwest Oregon 
28 (2 years)
3t) (2 years) 

years) .
45’b<2 years)
92 (5 years)
12(10 years)

(5¡ years)
Mi (5 years)

Southwest Washington
— (<2 years)

' ^  (<2 years)
(3-5 years)
(3-5 years)

— (3-5 .years)
— (3-5 years)
— ("3-5 years)

mber of ’ Damage rale 
(%)

Failure ra 
(%)

19 $9 . 32 ;
15 27 faËim

6 / 17 ‘
m 83 55
19 ■- 100, 95
6!.' 100 100

■ 5 ‘ 40 40
V 5 : , -60 ;v. 40

"  9 11
6 i p l  1 0
9 89 IE?? K

.19', 42 o
5 40 ■v 0.

. 10 .IÍ0 0
10 . 60’ 20

debilitated was categorized as functioning roughly 
as intended or “successful.” . > :

We defined “damage rate” as the proportion o f 
structures o f a project in the failed and impaired 
categories (structures not successfully meeting 
physical objectives), “Failure rate” was defined as 
the proportion o f structures o f a project in the 
failure category only (structures lost or completely 
dysfunctional). Based on the time since installa­
tion and the estimated recurrence interval o f the 
February 1986 flood, we assumed these rates re­
flected the incidence o f damage and failure to be 
expected over a 5-10-year time span.

Obviously, some subjectivity was involved in 
judgments about impairment and, to a lesser ex­
tent, about failure, particularly where the intent o f 
the designer was not immediately clear. We based 
our determination o f whether structures achieved 
design objectives primarily on the general physical 
objectives outlined in project plans (e.g., “ create 
new rearing pools”), but criteria varied somewhat 
depending on structure type. For example, a log 
weir would be expected to produce a plunge pool, 
a single boulder was probably intended to create 
a small scour hole, and a cabled natural debris jam  
would be expected to stay in place and maintain 
preexisting pool and cover conditions. Within these 
limitations, damage rate is a useful indicator o f 
the effective life o f a project, maintenance require­
ments, the importance o f unintended side effects, 
and the likelihood o f future failure.

Structural evaluation.—As we surveyed a stream,

we recorded the location and type o f each struc­
ture. We measured reach slope with an Abney lev­
el, measured width o f the active (unvegetated) 
channel with a meter tape, and measured the depth 
and surface area o f the pool associated with each 
structure. We recorded processes and events con­
tributing to impairment or failure o f the structure, 
and in some cases we drew a small sketch map. 
Previous knowledge o f structure design and place­
ment at many of the projects helped us reconstruct 
failure processes, but we avoided speculation where 
no physical evidence o f failure mode remained. 
Because failed structures sometimes wash away 
and leave no trace, we undoubtedly underesti­
mated the number o f structures originally present 
in some projects, making our estimates o f failure 
rates conservative. We recorded information on 
streambank materials and riparian landforms in 
the field, and we compared these data with to­
pographic maps to classify stream segments fol­
lowing C.A.F. and W. Liss (Oregon State Univer­
sity, unpublished data) and Cupp (1989). We 
calculated failure and impairment rates for each 
structure type and each stream, and we compared 
them with stream-specific data on flood flow mag- 
nitude, mean channel width, slope, drainage area, 
and stream segment type (Table 1).

Interregional comparisons. —To set our results 
in broader context, we compared our summary 
data with unpublished information on other pro­
jects constructed during 1981-1985 by the U.S. 
Forest Service (B. Higgins and H. Forsgren, Mount
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Hood National Forest, unpublished data; D. Hoh- 
ler, Mount Hood National Forest, unpublished 
data) and the Bureau o f Land Management (House 
et al. 1989). Although our impairment and failure 
estimates often were somewhat greater than those 
o f agency biologists responsible for the projects, 
we believe these data are comparable as a rough 
approximation o f regional patterns. Because most 
o f the projects had experienced a flood ofbetween 
5- and 25-year recurrence intervals during the 2 -  
8 years they had been in place, we used the data 
to approximate average failure and impairment 
rates (Appendix 1).

Because climatic and geomorphic conditions in 
western Oregon are diverse, we grouped the data 
for all projects into five regions defined by geology, 
topography, elevation, climate, and streamflow 
patterns. We examined streamflow statistics for 
gauged streams in each region (Friday and Miller 
1984) and used these to characterize regional peaks 
for flood flows (Appendix 2).

Results
Dam age R ates in Relation to Stream  
Characteristics

The incidence o f structure failure and damage 
varied widely among streams (Table 2). Overall, 
failure rates were higher in southwest Oregon 
streams (median, 40%; mean, 48%; range, 7-100%) 
than in southwest Washington streams (median, 
0%; mean, 6%; range, 0-20% ). Rates o f overall 
damage were less disparate but appeared to be 
higher in southwest Oregon (median, 70%; mean, 
67%; range, 27—100%) than in southwest Wash­
ington (median, 42%; mean, 46% ; range, 0-89% ).

Rates o f damage were higher in larger and wider 
streams (Figure 2B). Projects in streams with ac­
tive channel widths wider than 15m  had a median 
damage rate o f 79% (range, 50-100 ;A r= 6), where­
as those with active channels narrower than 15 m 
were highly variable and had a median damage 
rate o f 50% (range = 0 -100 ; N  =  9). Southwest 
Oregon data suggested a roughly linear increase in 
failure rate with stream width (Figure 2A), In 
southwest Washington, failure rate apparently was 
not correlated with stream width, although im­
pairment and therefore damage rate were corre­
lated with stream size. There was no clear rela­
tionship between drainage basin area and failure 
0r damage rates. Because climatic and hydrologic 
characteristics o f individual streams vary within 
a region, active channel width is  a better site-spe- 
^ c ,  integrated measure o f  streamflow and asso-

Meon Active Channel Width (m) 
F igure 2 .—(A) Failure and (B) damage rates of pro­

jects in southwest Oregon (open circles) and southwest 
Washington (solid squares) in relation to active channel 
width. Stream numeric codes are given in Figure 1 . Dam­
age rate includes both failed and impaired structures.

ciated hydraulic stresses than is basin area. Chan­
nel width is influenced by bank material credibility 
(Schumm I960; Richards 1982), which also affects 
structure performance (see Mode o f Failure).

Although Hamilton (1989) concluded that pro­
jects in high-gradient streams had higher failure 
rates than those in gently sloping streams, we found 
no evidence to support this generalization in our 
study streams. In southwest Washington the in­
cidence o f  damage actually increased as slope de­
creased (regression analysis, P  <  0 .04, r =  -0 .7 9 ) ,  
largely because structures became buried in low- 
gradient reaches. In southwest Oregon, damage 
rate did not vary significantly with slope, nor did 
failure rate in either region. However, high-gra- 
dient streams were not well represented in our 
sample; only three projects were in stream reaches 
exceeding 2% slope. Regression o f failure and 
damage rates against an index o f stream power, 
defined as the product o f channel slope and mean 
active channel depth, were similar to regressions 
based on channel slope alone.

Neither failure nor overall damage rates ap­
peared to be strongly related to the estimated ab-
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solute or relative magnitude o f the flood peak ex­
perienced by projects during 1986. There was little 
difference in median or range o f failure rates be­
tween one group o f projects subjected to peak flows 
o f a 2-vear recurrence interval and another group 
subjected to 5 -1 0-year peak flows. Falls Creek was 
the only project for which no damage or failure 
was recorded, perhaps because this high-elevation 
stream (830 m) did not experience a large rain- 
on-snow peak flow in 1986.

The correlation between active channel width 
and slope (regression analysis, P  <  0.01 ,r  -  -  0.68), 
and the relationships among these variables and 
drainage area, discharge, and bed and bank tex­
ture, make simple, univariate explanations of 
damage patterns difficult. There was no obvious 
overall relationship between failure or damage rates 
and valley segment type, a broad classification that 
accounts for covariation o f numerous geomorphic 
variables (Frisselletal. 1 986). In general, however, 
there appeared to be a trend o f more extensive 
damage in wide, low-gradient reaches in alluvial 
valleys and alluvial fans, which are susceptible to 
bed-load accumulation and bank erosion when the 
drainage catchment has been disturbed by logging 
or large natural landslides. Additionally, some 
projects in terrace-bound valley or alluviated can­
yon segment types (comparatively narrow chan­
nels with restricted floodplains) in southwest Or­

egon had high failure rates which, based on field 
evidence, appeared to result from the scouring ef­
fects of high-energy, sediment-charged flood flows.

Mode o f Damage
Processes that damaged structures included de­

sign- or material-related phenomena, such as fail­
ure o f cables and anchoring devices, and a wide 
variety o f processes that produce changes in the 
immediate environment o f structures, such as bank 
erosion and bed-load deposition (Table 3). In some 
cases, such channel changes appeared to be largely 
a direct but unanticipated hydraulic consequence 
o f placement o f the structures themselves (e.g., 
bank erosion at the lateral margins o f log weirs; 
see Cherry and Beschta 1989). In most instances, 
however, the channel changes that damaged struc­
tures appeared to be driven primarily by water­
shed-scale phenomena, such as active landslides 
or road failures upstream that caused massive bed­
load deposition in the project area. Many struc­
tures exhibited evidence o f multiple, and some­
times interacting, modes o f damage.

Southwest Oregon projects suffered damage from 
a wide variety o f processes, ranging from failure 
o f anchoring devices and structural breakage in­
dicative o f high hydrodynamic stress, to burial and 
channel shifting indicative o f high rates of bed­
load transport and deposition. In comparison,

left to low-energy, deposition-related processes at right.

Stream

Log
break­

age

Anchor
bolt

failure

Logs 
stranded 

Cable out of 
failure channel

Bed
scour
under­
mined
struc­
ture

Anchor 
Bank tree 

erosion washout

Southwest Oregon

Bear Creek 
Silver Creek 
Shasta Costa Creek 
Foster Creek 
Euchre Creek 
Crooked Bridge Creek 
“Outcrop Creek” 
Boulder Creek

Layout Creek 
Upper Trout Creek 
Lower Trout Creek 
Wind River 
Trapper Creek 
Falls Creek 
Rush Creek

channel
shift

006000
00
0
0
0
0
0
0
0

210
1100000
'0
0
0
0
0
0
0

17
17
70000

00
22000
200

16 0 0 
, 7 0 0 0 20

Southwest Washington 
0 0 4
0 0 800 0 00 0 0
10 0 10o o o
11 0 o

16
17
11
7

160
20
20

60000  0 0 0

00
1700000

00
60

16000

Burial
by
bed
load

5
330
13

Un­
known

0 89
0 100
0 20
0 40

0 11 1 
0 20 20
0 0 40
0 30 80

, 0 20 200 0 00 0 0

0
200010: 0̂.0
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fewer failure modes were observed in southwest 
Washington projects, and these were mostly in­
dicative o f changes in erosion and deposition in 
low-gradient reaches. For example, a series o f 
boulder placements in Wind River, expected to 
scour pools within a long riffle, instead triggered 
deposition o f a large midchannel gravel bar that 
isolated the structures from the low-flow channel.

At numerous sites, structures caused inadver­
tent physical effects that we judged to be adverse 
rather than beneficial. Adverse effects for which 
we found evidence included (1) accelerated bank 
erosion at log weirs, (2) direct damage to gravel 
bars and riparian vegetation by heavy equipment, 
(3) felling o f key streamside trees to provide sources 
o f materials, causing loss o f shade and bank sta­
bility, (4) flood rip-out o f  riparian trees used to 
anchor log structures, (5) aggradation o f gravel bars 
or silt and sand deposits (see also Platts and Nelson 
1985), which caused shallowing and loss o f mi­
crohabitat diversity in preexisting natural pools, 
and (6) torrents o f bed load and debris triggered 
by collapse o f structures during the flood. Eggs and 
fry o f fish that spawned in the gravel above log 
weirs, as well as juvenile fishes wintering in and 
near the structures, may have been killed when 
the structures failed and washed out. Fragments 
o f epoxy or resins used to anchor structures were 
very common in many pools, and there is evidence 
that these materials can be toxic to fishes (Fontaine

and Merrit 1988). Frayed cables and sheets o f 
ripped out geotextile or chain-link anchoring ma­
terial at damaged structures created obvious aes­
thetic liabilities. Furthermore, repairs may have 
exacerbated initial damage. Riprap, which was used 
extensively to repair bank erosion associated with 
log weirs, may adversely affect stream habitat over 
the long term (Richards 1982; Sedell and Frogatt 
1984; Bravard et al. 1986; Li et al. 1984; Knudsen 
and Dilley 1987).

Effect o f Structure Type
O f the eight structure designs for which we had 

sufficient sample size, only two—cabled natural 
woody debris and individual boulder p lace­
ments—were not impaired or did not fail in more 
than half the cases (Figure 3). All log weir designs 
had high rates o f impairment or failure, and one 
type, the downstream-V weir, failed or was im­
paired in every instance. Boulder structures had 
lower failure rates than log weirs. Previous studies 
have shown low failure rates for boulder structures 
in streams o f less than 2% gradient but higher 
failure rates in steeper streams (Hamilton 1989). 
Although many boulders had been almost com­
pletely buried in place by bed-load deposits, we 
classified these as impairments rather than fail­
ures, because they might someday be reexcavc; i 
by the stream.

To some extent, failure and impairment rates

TLOG VLOG MLOG BCLUS
F igure 3 .—Failure and impairment rates of structures classified by design. Number at top of each bar indicates 

the number of structures in the sample. NLWD = cabled natural large woody debris or jam; TLOG = transverse 
log weir; DLOG = diagonal log weir; VLOG — downstream-V log weir; LLOG = lateral log deflector; MLOG =  
multiple-log structure; BLD = individually placed boulders; BCLUS ~ clustered boulders.
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presented in Figure 3 are biased because not all 
designs were represented in all streams. For ex­
ample, the higher success rate o f boulder projects 
is partly related to their concentration in relatively 
stable southwest Washington streams where dam­
age to structures o f all types was small.

Interregional Comparisons
When we compared our results with data from 

other regions in western Oregon (Appendix l), we 
found that the projects we studied had higher- 
than-average rates o f impairment and failure. 
However, the projects we evaluated were in regions 
with intense winter precipitation and substantially 
higher peak discharge than most other regions 
(Figure 4; Appendix 2). There was a positive re­
lationship between impairment and failure rates 
and peak flows. Streams in regions characterized 
by 10-year-recurrence peak flows exceeding 1 m 3- 
s~‘ km~2 had high but variable rates o f damage 
(range, 0—100%; median, 46%) and failure (range, 
0-100% ; median, 14%) (Figure 5).

The regions with highest peak flows include the 
north Coast Range and south Coast Range-Klam - 
ath Mountains in Oregon, which are very steep 
areas with intense rainfall and frequent rain-on- 
snow events, and the Columbia Cascades, part o f 
the Cascade Range immediately north and south 
o f the Columbia River subject to severe and fre­
quent winter storms that funnel through the Co­
lumbia Gorge either from coastal or interior areas. 
The south Coast Range—Klamath Mountains re­
gion, which had the highest incidence o f damage

to structures, has mean 10-year peak flows in ex­
cess o f  2.0 m3 s~l km _2. Projects in other parts 
o f  western Oregon experienced much lower peak 
flows and had lower rates o f  damage (range, 0 -  
67%; median, 12%) and only limited incidence of 
failure (range, 0-35% ; median, 0.5% ) (Figure 5).

We had limited data for Oregon streams in the 
north Coast Range. We expect that when more 
projects are evaluated, many will be found to suffer 
high failure and impairment rates because o f the 
region’s high peak flows and high frequency of 
long-runout debris flows (our unpublished data). 
However, the abundance o f  clays and the lower 
proportion o f  fine sands and silt in soils o f this 
region may render streambanks more resistant to 
erosion than those o f Oregon’s south Coast Range, 
thereby moderating failure rates.

Our experience indicates that sediment yield 
might be positively correlated and channel stabil­
ity negatively correlated with regional peak flow. 
Undoubtedly, these patterns reflect relationships 
among many aspects o f geology, precipitation, soils, 
and hydrologic and geomorphk processes that are 
o f critical importance to hatithi management, from 
both an ecological and an engineering standpoint. 
The data for the south Coast Range-Klamath 
Mountains region o f Oregon probably represent 
conditions in much o f northwest California as well.

Discussion

Artificial stream structures suffered widespread 
damage in most o f the streams we surveyed in

F igure 4 .—Box plots of 10-year peak flows standardized by drainage area for streams in six regions of western 
Oregon. Horizontal bar is the median, box is the interquartile range, and vertical line is the data range. Number is 
the sample size. HC = High Cascades; WC -  western Cascades; CCR = central Coast Range; CCA «  Columbia 
Cascades; NCR = north Coast Range; and SCK = south Coast Range-Klamath Mountains
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southwest Oregon and southwest Washington. 
Rather unpredictable damage rates and the wide v 
range o f causes o f failure indicate that complex, £  
multiscale interactions between watershed con- « 
ditions, fluvial processes, and structure design de- .-i 
termine the physical success or failure o f individ- u.
ual structures and projects. Because streams in these o
two regions have intense floods, high bed-load >* 
yields, and often unstable channels, artificial struc- o  
tures are highly vulnerable to damage. ^

The wide range o f failure modes indicates that 
simple changes in structure design or materials are v 
unlikely to overcome the problem o f high damage o 
rates. O verall, processes o f failure and impairment w
were dominated by changes in channel morphol- g* 
ogy that, apparently, had not been anticipated by E 
project designers. These changes often were related Q 
to dynamic conditions in the watershed or riparian o 
zone, particularly as they affected sediment load, ^  
streambank stability, and hydrology. Failure o f o  
internal structure or materials—the dominant ^  
Concern o f most biologists and hydrologists who 
build these projects—appears to be a far less im­
portant cause o f damage than are watershed-driv­
en aspects o f channel dynamics.

We sampled only a subset o f  the projects present 
in southwest Oregon and southwest Washington 
in 1986, but we believe our results are represen­
tative o f other nearby projects. For example, we 
observed complete failure of structures in Deep 
Creek, a tributary o f Pistol River in southwest 
Oregon, caused by sediment-laden flood pulses that 
originated from large landslides in recent dear- 
cuts. We did not survey Deep Creek and several 
other projects in detail because repairs were al­
ready well under way before we were able to in­
spect the sites.

Few simple rules about design o f artificial struc­
tures have emerged from our study, but we can 
offer some general guidelines for stream restora­
tion programs. Structure designs that failed least 
often were those that minimally modified the pre­
existing channel, such as cabling intended to sta­
bilize natural accumulations o f woody debris. 
Elaborate log weirs and other artificial structures, 
which (if they stay in place) cause immediate and 
more obvious changes in channel morphology and 
hydraulics, were subject to high rates o f  damage.
In large, low-gradient streams, configuration o f the 
valley and large-scale roughness elements such as 
major channel bends exert primary control o f the 
location and morphology o f pools and riffles (Lis e 
1986), and sediment yield and peak flows strongly 
constrain channel stability and streambed dynam-

1 0 -y e a r  P eak  Flow (m 3-sec"“1 -km 2 )

F igure 5 .—Relation between rates of (A) failure and 
(B) overall damage of projects and regional median 10- 
year-recurrence peak flows standardized by drainage area. 
Each point represents one or more projects (full data are 
in Appendix 1). Horizontal bars indicate regional me­
dians. Curves are second-order regressions fitted to in- ; 
dicate trend, and are not necessarily statistically signif­
icant. Southwest Washington projects from Table 2 are 
classified as Columbia Cascades region except for Rush 
Creek and Falls Creek in the High Cascades. Southwest 
Oregon projects from Table 2 constitute the sample for 
the south Coast Range-Klamath Mountains region.

ics. Smaller-scale structures such as log weirs can 
work effectively only within limits imposed by these 
larger-scale processes and patterns. Our observa­
tions suggest that, at least in southwest Washing­
ton and southwest Oregon, it is unrealistic to ex­
pect the installation o f new artificial structures to 
stabilize channels; the opposite result may be as 
likely.

Within the study areas, the stream habitats most 
important for fish, and most in need o f restoration, 
are those least amenable to structural modification 
with existing technology. We observed the highest 
rates o f failure and impairment in streams drain­
ing watersheds severely damaged by roads, log­
ging, and landslides. Projects with the highest fail­
ure rates in southwest Washington were in alluvial 
deposition areas o f Trapper Creek and Layout 
Creek, in valley segments prone to natural insta-
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bility, that has been aggravated by removal o f nat­
ural woody debris and logging o f riparian vege­
tation. Deposition o f bed-load sediments in wide, 
low-gradient alluvial valley segments and the ero­
sion o f streambanks and shifting o f channels as­
sociated with this deposition were the most com ­
mon causes o f damage to structures in our study 
streams.

Low-gradient alluvial valleys are also the most 
critical o f stream habitats for spawning and rearing 
o f chinook salmon, coho salmon O ncorhynchus 
kisutch, and steelhead (Reinters 1971; Stein et al. 
1972; Leider et al. 1986; Lichatowich 1989; our 
unpublished data). Sediment accumulation in al­
luvial valley streams can cause numerous adverse 
effects: loss o f pools, destabilization o f woody de­
bris, frequent channel shifting and abandonment, 
increased fine sediments and increased scour o f 
spawning gravel, channel widening, and increased 
summer stream temperature because o f loss o f 
shade (e.g., Lisle 1982; Hagans et al. 1986; Everest 
et al. 1987). The dominance o f sand and gravel in 
streambanks o f alluvial valleys and in alluvial fans 
makes them highly susceptible to erosion, partic­
ularly when riparian vegetat! >r*—the roots, stems, 
and foliage o f which help stabilize riparian soils— 
has been removed by logging, grazing, floods, or 
builders o f artificial structures.

It may take decades or centuries for low-gra­
dient channels in alluvial valleys to recover from 
downstream-propagating impacts o f bed-load ac­
cumulation (Lisle 1981; Madej 1984; Hagans et 
al. 1986). Such recovery proceeds only after sed­
iment yield from the watershed declines to natural 
levels, which has not yet occurred in many south­
west Oregon basins. These basins continue to suf­
fer impacts from failing roads, high erosion rates 
along streams in second-growth forests, increased 
logging on steep, highly erodible federal lands 
(Frissell and Nawa 1989), and repeated short-ro­
tation logging on private lands where there is little 
regulatory protection for unstable slopes and head­
water stream channels (Bottom et al. 1985). Rees­
tablishment o f mature riparian forests to stabilize 
streambanks and floodplain surfaces is also needed 
for recovery o f channel morphology (Lisle 1981).

Im plications fo r  E con om ic Analyses 

Existing environmental and economic analyses 
assume life spans o f2 0 -25  years for artificial struc­
tures in south coastal Oregon (Johnson 1984; 
USDA 1989). This means that the average life 
span or half-life for all structures (hot the maxi­

mum life span) must approach 20 years. More than 
half the structures should survive much longer than 
20 years. Our data indicate that a flood o f less than 
a 10-year recurrence interval caused failure rates 
often exceeding 50%. Given that the probability 
o f occurrence o f a 10-year or greater flood within 
the first decade after installation is about 0.65, and 
that within the first 20 years it is about 0.88, a 
majority o f  projects in southwest Oregon probably 
will experience failure rates exceeding 50% before 
they are 20 years old.

Larger floods might have more severe effects. 
The probability o f  at least one 20-year flood oc­
curring within any 20-year period is 0.64, and the 
probability o f a flood o f  a 50-year or greater re­
currence interval within 20 years is 0 .3 3 —signif­
icant enough to be factored into half-life calcula­
tions that would be necessary to accurately estimate 
average life span for projects. Considering these 
factors, we estimate that the average half-life (the 
time elapsed when 50% o f the structures are de­
stroyed) o f  projects is less than 10 years in south­
west Oregon and 15 years or less in southwest 
Washington.

It is unlikely that most stream structure projects 
in southwest Oregon and southwest Washington 
would appear cost-effective if  planners used real­
istic estimates o f project life,: maintenance costs, 
and adverse side effects. The high rates o f im­
pairment we observed indicate structural damage 
and wear that, if  not repaired, greatly increase the 
risk o f failure during subsequent years. The repair 
o f flood damage that is necessary to reduce future 
failures o f structures imposes a heavy maintenance 
burden, the costs o f which are seldom factored into 
the economic analyses used to justify such pro­
jects. Unintended adverse effects, or “ negative 
benefits,” are also neglected in most benefit-cost 
analyses o f artificial structures. Where projects have 
high impairment rates, there is a high likelihood 
o f net damage rather than benefit to fish and water 
quality; such risks should be explicitly addressed 
in project plans and disclosed in environmental 
analyses.

Im plications fo r  H abitat M anagem ent 

Despite the rather high incidence o f physical 
failure and damage, and despite the lack o f dem­
onstrated biological success o f surviving structures 
in the study areas, an inflexible cookbook ap­
proach continues to dominate the analysis, plan­
ning, and budgeting processes within agencies re­
sponsible for fish habitat management in the region.

FAILURE OF HABITAT STRUCTURES IN STREAMS
193

Currently, most habitat projects in the Pacific 
Northwest seem to rest on the assumption that the 
problem is simply a lack o f woody debris, and that 
the solution is to add standard devices such as log 
weirs, with each new structure creating an incre­
mental improvement o f habitat and a known 
poundage o f new fish. However, the widespread 
loss o f woody debris and habitat diversity in Pa­
cific Northwest streams is symptomatic o f a com­
plex o f ecological problems driven by changes in 
riparian forests, channelization, and basin-scale 
erosion and sedimentation (Bisson et al. 1987; El­
more and Beschta 1987; Hicks etal. 1991).Events 
such as sediment-laden floods and debris flows 
often reshape channel morphology and fish habitat 
many kilometers downstream from their origin 
(Benda 1990).

Restoration programs in the regions we studied 
should follow a hierarchical strategy that empha­
sizes ( l )  prevention o f slope erosion, channeliza­
tion, and inappropriate floodplain development, 
especially in previously unimpacted habitat refu­
gia; (2) rehabilitation o f failing roads, active land­
slides, and other sediment sources; and (3) refor­
estation o f floodplains and unstable slopes (Lisle 
1982; Overton 1984; Reichard 1984; Weaver et 
al. 1987). Unless these larger-scale concerns are 
dealt with first, direct structural modifications of 
channels are unlikely to succeed.

Our results point to the general need to consider 
physical (as well as biological) phenomena in re­
gional and watershed-scale contexts when stream 
restoration projects are planned. In the long run 
evaluation and planning o f stream modification 
projects could greatly benefit from application of 
a hierarchical classification system com parable» 
those proposed for land systems by a ms
and Lotspeich and Platts (1982) and for «ream* 
by Platts (1979) and Frissell et al. 0 ^ ^ “
approach could provide a conceptual framework

for ordering, analyzing, and 
aspects o f system behavior across d (
ofspace and time-, it would do so B H U H |  
site-specific concerns in the context ™  
dynamics of the system (Fnsse e ‘ ^ were

I f  a hierarchical and contextual PP | | §| g  
used to plan and 'mpfoment fis we ob_
tion programs, many o f the co re.

served undoubtedly cou d ;vely treat the
sources could be directed to sedimenta-
primary causes o f hab\tat_ logged slopes, and
tion from eroding roads urbanization
logging, grazing, channelizatio , 
in riparian areas and floodpl
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ABSTRACT: The success of the salmon fisheries impact assessment and mon­
itoring program for the Terror Lake Hydroelectric Project (Kodiak Island, Alaska) 
was evaluated by considering whether (1) the projects license requirements for 
monitoring were appropriate, given the predicted impacts; (2) the monitoring 
methods were appropriate for meeting the license requirements and evaluating 
predicted impacts; and (3) the prelicensing assessment accurately predicted the 
fisheries impacts. The project's license required monitoring of streamfiows, tem­
peratures, and salmon runs for 9 years. Some, but not all, of the monitoring 
requirements and methods were appropriate for the types and magnitudes of 
predicted impacts. The preproject impact assessment was generally accurate but 
some inaccuracies occurred because postproject streamfiows were different than 
expected; a successful impact assessment must be based on an accurate repre­
sentation of postproject flows. This case study indicates that a monitoring pro­
gram is most likely to be successful if specific monitoring objectives are based 
on the impacts predicted in the preproject assessment and included in hydro- 
power project licenses. Monitoring to test and improve impact assessment meth­
ods can be beneficial to hydropower operators and resource agencies.
KEY WORDS: Environmental impact assessment, instream flow, salmon, tem­
perature.

INTRODUCTION

Purpose and Objectives

his paper evaluates the fisheries im- 
pact assessment and monitoring pro­

gram for the Terror Lake Hydroelectric 
Project. Hundreds of hydroelectric projects

have been reviewed and licensed by the 
Federal Energy Regulatory Commission 
(FERC) since environmental considera­
tions assumed a major role in licensing de-
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FIGURE 1. Location of the Terror River Project.

cisions in the early 1980's. The methods 
used to predict hydro project effects on 
fisheries have become firmly established 
in practice and policy/ but have received 
relatively little critical evaluation or rig­
orous testing (Sale et al. 1991). In acknowl­
edging the uncertainties in fisheries as­
sessment methods, the FERC often re­
quires postconstruction monitoring. Sale 
et al. (1991) report that monitoring the ef­
fects of instream flow requirements on 
fisheries was conducted for about 20% of 
projects licensed between 1980 and 1990.

One important purpose of monitoring 
programs, including the Terror Lake pro­
gram, is to test whether effects are signif­
icantly different than predicted and, there­
fore, whether changes in mitigation 
requirements are needed. Although rarely 
required by the FERC, a second potential 
purpose of monitoring is to test the meth­
ods used to predict environmental impacts 
so that the methods can be improved and 
more efficient mitigation measures de­
signed (Bernard et al. 1993). In one follow­
up evaluation of predicted effects at 11 Ca­
nadian hydropower projects, a majority of 
the predictions for downstream fisheries 
were shown to be either inaccurate or un­

certain, mainly because of the complexity 
of the effects (Marmorek et al. 1986). How­
ever, postconstruction evaluations of the 
predicted effects of hydro projects are rel­
atively infrequent; few FERC-licensed pro­
jects with detailed preproject impact as­
sessments have been in operation long 
enough to complete the monitoring peri­
od, and few studies have been published. 
Roelle and Manci (1993) identify only six 
published or unpublished mitigation eval­
uations for dams or reservoirs since 1984.

We evaluated a recently completed 9-year 
fisheries monitoring program required by 
the Terror Lake Hydroelectric Project's 
FERC license (No. 2743). We examined how 
useful the monitoring program was in test­
ing the predictions made in the prelicen­
sing environmental assessment. In addi­
tion, we compared the predicted changes 
in streamflow, temperature, spawning 
habitat, and incubation success to those ob­
served during the monitoring program to 
evaluate the prediction accuracy. The fol­
lowing questions were used to evaluate the 
monitoring program:

1. Given the predicted impacts, were the 
FERC license requirements for monitoring 
appropriate?

2. Were the design and implementation 
of the monitoring studies appropriate to 
meet the license requirements and allow 
evaluation of impacts?

3. Did the prelicensing assessment ac­
curately predict impacts of the project on 
fisheries?

The Terror Lake Project

The Terror Lake Project was designed to 
meet the entire electric demand of the city 
of Kodiak, on Kodiak Island, Alaska (Fig­
ure 1) by diverting water from the upper 
Terror and Kizhuyak river basins into the 
lower Kizhuyak River (Figure 2). Project 
features include (1) Terror Lake, a natural 
lake expanded via construction of a dam 
into a storage reservoir on the upper Terror 
River; (2) a 5-mile power tunnel and pen­
stock that deliver water from the lake to 
the powerhouse; (3) diversions on Shot­
gun, Falls, and Rolling Rock creeks in the 
upper Kizhuyak Basin, which feed into the 
power tunnel; (4) a 20-megawatt power­
house on the lower Kizhuyak River; and
(5) a valve house at Terror Lake Dam that
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controls flow releases into the upper Terror 
River. Terror Lake typically fills during 
June or July and is drawn down during the 
fall and winter (Figure 3).

The Terror and Kizhuyak rivers support 
commercially important runs of pink (On-* 
corhynchus gorbuscha) and chum (O. keta) 
salmon, along with smaller runs of coho 
salmon (O. kisutch). Spawning has histor­
ically been limited to the intertidal zones 
and lower few miles of each river. Fish 
arrive at the rivers in July and continue to 
enter them through September; spawning 
peaks from late August through mid-Sep­
tember. Incubation lasts until late March 
through mid-May, when most fry are be­
lieved to have emerged and migrated 
downstream to intertidal areas.

The Terror Lake Project was highly con­
troversial when an application to build it 
was filed with FERC in 1978, mainly be­
cause of its location in a national wildlife 
refuge and its envisioned effects on salmon 
runs that are important to commercial fish­
ers and to the brown bears for which Ko­
diak Island is known (Olive and Lamb

1984). The principal fisheries concerns were 
effects of altered streamflows and temper­
atures on salmon spawning and incuba­
tion. Negotiations between project pro­
ponents and opponents resulted in detailed 
studies of the proposed project's effects on 
salmon and brown bear habitat. The stud­
ies included a pioneering application of 
the Instream Flow Incremental Method­
ology (IFIM) to predict the effects of alter­
native instream flows on salmon habitat in 
the lower 4 miles of the Terror and Kizhu­
yak rivers (Trihey 1981; Wilson et al. 1981). 
The instream flow study was based on post­
project flows estimated by the design en­
gineers. Following this analysis, instream 
flow requirements and a mitigation agree­
ment were negotiated and implemented in 
a 1981 FERC license.

The mitigation agreement and FERC li­
cense called for fisheries monitoring for 3 
years during the project's construction and 
for 6 years after operation began. The res­
ervoir began filling in May 1984, and pow­
er production first occurred in December 
1984; therefore, the pre- and postproject
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FIGURE 3. Time series of monthly mean eleva­
tions for Terror Lake.

monitoring periods were 1982-1984 and 
1985-1990.

Two FERC license articles requiring 
monitoring were adapted from the miti­
gation agreement. These license articles 
defined the general objectives of the mon­
itoring programs but left the choice of 
monitoring methods with the project li­
censee and the fisheries agencies. Article 
41 of the project license called for moni­
toring of temperatures and flows and, at 
the completion of the monitoring pro­
gram, a review of observed effects of pro­
ject operations on these parameters.

Licensee shall, in consultation with the 
Alaska Department of Fish and Game, the 
U.S. Fish and Wildlife Service, and the Na­
tional Marine Fisheries Service develop a 
satisfactory study plan to determine the 
effects of the project's operation on (1) the 
surface and intragravel water tempera­
tures of the Terror and Kizhuyak rivers 
and (2) the thermal regime of Terror Lake. 
This plan shall include measures to allow 
for the modeling of the pre- and post- 
operational thermal characteristics of both

the Terror and Kizhuyak rivers, and Terror 
Lake.

The plan shall further provide for the 
monitoring of discharge in the Terror and 
Kizhuyak rivers and continued monitor­
ing of intragravel and stream water tem­
peratures for a minimum of 6 years after 
the commencement of project operations. 
After the sixth year, the Licensee shall, in 
consultation with the above listed agencies 
and in conjunction with the results of the 
study conducted pursuant to Article 40, re­
view the measured effects of project op­
erations on discharge and water tempera­
ture, and file a report with the Commission 
containing recommendations for revisions 
of project structures or operations, if any, 
necessary to mitigate adverse effects of the 
project's operation on the aquatic biota.

Requirements for salmon monitoring are 
in Article 40.

Licensee shall, in consultation with the 
Alaska Department of Fish and Game, the 
U.S. Fish and Wildlife Service, and Na­
tional Marine Fisheries Service, monitor 
the size, species composition, and spawn­
ing distribution of anadromous salmonid 
runs in the Terror and Kizhuyak rivers 
during the construction and initial 6-year 
operating period of the project. During the 
course of these studies, Licensee shall file 
annual reports of its findings with the 
Commission, with copies to the above list­
ed agencies. After the sixth year, the Li­
censee shall, in consultation with the above 
listed agencies, and in conjunction with 
the results of the study conducted pursu­
ant to Article 41, review the effects of pro­
ject operations on the fishery resources, and 
file a report with the Commission contain­
ing recommendations for revisions of pro­
ject structures or operations, if any, nec­
essary to mitigate any adverse effects of the 
project's operation on the fishery re­
sources.

METHODS

We evaluated the appropriateness of the 
monitoring requirements and methods, and 
the accuracy of the preproject assessment 
of fisheries effects for each of four major 
mechanisms by which the Terror Lake Pro­
ject was predicted to affect salmon pro­
duction. The first mechanism is altered 
flows in the Terror and Kizhuyak rivers

caused by the interbasin diversion and the 
use of reservoir storage to capture high 
spring and summer flows and augment 
winter flows in both rivers. The second is 
stream temperature changes resulting from 
releasing water from the reservoir's deep 
outlets, altered flow rates, and the in­
creased volume of Terror Lake, which re-
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duces the response of lake temperatures to 
air temperatures. The third is changes in 
salmon spawning habitat availability re­
sulting from streamflow changes. The 
fourth mechanism is changes in incubation 
success of salmon eggs and fry; incubation 
is affected by scouring during high flows, 
dewatering during low flows, and temper­
ature-induced changes in development 
rates.

Results and recommendations from the 
prelicensing fisheries studies were report­
ed by Wilson et al. (1981). The monitoring 
program and its results were summarized 
by Blackett (1992), Railsback and Trihey 
(1992), and Trihey et al. (1992). Salmon 
spawning and incubation aspects of the 
monitoring program were described by 
Blackett (1989) and the Division of Fish­
eries Rehabilitation, Enhancement, and 
Development (1991). These reports are the 
primary sources of information for this pa­
per.

We evaluated the monitoring require­
ments and methods by analyzing whether 
the monitoring objectives were appropri­
ately based on expected impact mecha­
nisms, and whether the data collection 
programs were appropriate for meeting the 
monitoring objectives. MacDonald et al. 
(1991) discuss the design of stream moni­
toring programs and identify appropriate 
monitoring objectives as one of the most 
important characteristics of a w ell-de­
signed program. Bernard et al. (1993), in a 
discussion of monitoring for evaluation of 
hydropower impact assessments, state that 
"Each portion of a monitoring program

should be targeted at either measuring 
some postulated environmental impact or 
at analyzing causal relations between pro­
ject activities and valued ecosystem com­
ponents." Monitoring objectives state what 
processes are to be monitored and should 
be based on the expected mechanisms by 
which effects to fisheries are expected; the 
processes monitored should be those pre­
dicted to most likely change and affect 
fisheries. Data collected in a good moni­
toring program allow the monitoring ob­
jective to be met (MacDonald et al. 1991); 
the field studies should be appropriate to 
answer the questions posed by the moni­
toring objectives. The FERC license articles 
40 and 41 define the objectives of the mon­
itoring program. We evaluated these ob­
jectives by whether they were appropri­
ately focused on the mechanisms by which 
changes were expected. We evaluated the 
monitoring methods designed and imple­
mented by the licensee and fisheries agen­
cies by whether they provided the infor­
mation needed to meet the monitoring 
objectives. We based these evaluations on 
the fisheries impacts and impact mecha­
nisms that were identified in the prelicen­
sing assessment and the monitoring meth­
ods developed by the licensee and agencies.

The accuracy of the prelicensing fish­
eries impact assessment was evaluated by 
comparing the predicted impacts (from 
Wilson et al. 1981) to those detected by the 
monitoring program. We also compared the 
assumed conditions on which the impact 
assessment was based to observed condi­
tions to explain inaccurate predictions.

RESULTS

Streamflow

Evaluation of the Impact Assessment. Pre­
licensing streamflow measurements in­
cluded continuous monitoring by the U.S. 
Geological Survey (USGS), and spot mea­
surements made throughout the project ba­
sins as part of project design in 1980. Con­
tinuous monitoring was conducted at the 
outlet of Terror Lake for a total of about 7 
years between 1964 and 1980, and at the 
mouth of the Terror River for 5 years start­
ing in 1964. Continuous measurements 
near the mouth of the Kizhuyak River were

made during parts of 1980. These data, 
along with watershed areas and 27 years 
of record from the nearby Uganik River, 
were used by the design engineers in a 
regression analysis to predict monthly 
mean, peak, and low flows (Wilson et al. 
1981). A water balance simulation was also 
used by project designers to predict how 
reservoir operations would affect monthly 
flows in both rivers; these monthly flows 
were the basis of fisheries impact predic­
tions.

The prelicensing mitigation agreement 
and the FERC license require releases from
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FIG URE 4. Terror River instream flows assumed 
in the impact assessment, minimum flows required 
in the project license, observed mean monthly post­
project flows, and observed minimum monthly 
postproject flows.

Terror Lake that provide instream flows at 
the mouth of the Terror River of 60 cubic 
feet per second (cfs) in winter and 150 cfs 
in summer (Figure 4). These required flows 
are less than those assumed in the fisheries 
impact assessment that led to the agree­
ment (Wilson et al. 1981; Figure 4). The 
project was designed to release up to 180 
cfs through the powerhouse into the lower 
Kizhuyak River. A design mean annual di­
version from the Terror to Kizhuyak basins 
of about 120 cfs was used for the impact 
assessment.

Following construction of the project, 
daily flows were monitored by the USGS 
using gages near the mouths of the Terror 
and Kizhuyak rivers (Figure 2). Flows 
through the powerhouse were not mea­
sured during the monitoring period and 
can only be roughly estimated from 
monthly power production. The three di­
versions in the upper Kizhuyak Basin also 
were not gaged; it was assumed when the 
monitoring study was designed that such 
flow measurements would be made by pro­
ject operators, but they were not. There­
fore, neither the runoff in each basin nor 
the amount of flow diverted from the Ter­
ror to the Kizhuyak Basin can be directly 
determined from the monitoring program.

We compared pre- and postproject an­
nual mean flows at the USGS gages to 
roughly estimate the project's effects on 
river flows (i.e., the amount diverted be­
tween basins) but such a comparison is

TABLE 1
Pre- and postproject mean annual flows.

Terror
River

Kizhu­
yak

River

Preproject period of record,
years 8 5

Postproject period of record,
years 7 7

Mean of preproject annual
flows, cfs 290 212

(sample standard deviation) (63) (37)
Mean of postproject annual

flows, cfs 260 254
(sample standard deviation) (52) (36)

Difference between pre- and
postproject mean annual - 3 0 + 42
flow, cfs (Pa) (0.33) (0.08)

a The "P " value from a two-sample t-test for 
differences in the means of the pre- and post­
project mean annual flow series, which can be 
interpreted as a level of confidence that the 
means are the same for the two periods.

complicated by the high interannual vari­
ability in flows. It appears that mean an­
nual Kizhuyak River flows increased by 
about 40 cfs and Terror River flows de­
creased by 30 cfs, but there is little statis­
tical confidence that the mean of the Terror 
River annual flow series changed between 
pre- and postproject periods (Table 1). A 
comparison of the percent of the combined 
runoff from the two basins that passed each 
gage between pre- and postproject periods 
provided somewhat less variable results 
and an estimated mean annual diversion 
of 50 cfs from the Terror to Kizhuyak ba­
sins (Trihey et al. 1992). This is much less 
than the 120 cfs the project was expected 
to divert.

The impact assessment did not accurate­
ly reflect postproject streamflows because 
the minimum flow requirements had not 
been established at the time the assessment 
was prepared and because the hydrologic 
analysis performed by project designers 
was apparently inaccurate. Two differ­
ences between expected and actual oper­
ation of the project also contributed to the 
higher-thamexpected Terror River flows. 
The project operators had weather-related 
difficulty regulating winter releases and 
thus chose to release excess flow to avoid
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violating the instream flow requirements. 
The impact assessment assumed that the 
reservoir would not be filled until early 
October, so it could store late summer high 
flows; however, in most years the reservoir 
was filled by midsummer.

Evaluation of Monitoring Requirements. The 
project affects flows spatially by diverting 
water between basins and temporally by 
storing water during high-runoff seasons; 
these changes are important mechanisms 
by which the project affects spawning hab­
itat and incubation success. Article 41 of 
the project license requires monitoring the 
discharge in both rivers, with no more spe­
cific requirements. Some flow-driven ef­
fects, such as scouring flows and winter 
dewatering of redds, could occur over 1-day 
or shorter times; therefore, a requirement 
for monitoring of daily flows (which oc­
curred anyway) would have been appro­
priate. The flow in both rivers varies spa­
tially, due to tributary and groundwater 
inflows, within reaches where spawning 
occurs, and there are reaches upstream of 
the flow gages where flows are controlled 
partially by project releases and partially 
by inflows. A requirement for monitoring 
flows in reaches where flows clearly vary 
due to accretion, although expensive, 
would have allowed a better understand­
ing of how the project affects important 
spawning areas. The FERC requirement for 
flow monitoring was not explicit enough 
to ensure that flow-driven biological ef­
fects of the project could be explained by 
the monitoring program; instead, the li­
censee and resource agencies were given 
the responsibility to select monitoring ob­
jectives. Requirements to measure the flow 
diverted at each dam and the flow through 
the powerhouse may have allowed a better 
understanding of some of the project's bi­
ological effects, as well as more efficient 
operation of the project.

Evaluation of Monitoring Methods. The flow 
monitoring program met the general con­
ditions of the FERC license and demon­
strated compliance with the instream flow 
requirements. The flpw monitoring pro­
gram did not directly measure the diver­
sion rate between watersheds or the runoff 
in each basin, but Article 41 does not clear­
ly require such measurements. The daily 
flow records were appropriate to evaluate

project effects on the most important 
spawning areas, which are near the flow 
gages.

Water Temperature

Evaluation of the Impact Assessment. Tem­
perature changes were predicted in a mod­
eling study that used regional weather data 
and generic channel geometry variables 
instead of site-specific data (Simons et al. 
1980, cited by Wilson et al. 1981). Predic­
tions for August through February, when 
most salmon egg and fry development oc­
curs, were that Terror River surface water 
temperatures would increase by less than 
1°C and Kizhuyak River surface tempera­
tures would increase by up to 1.5°C. 
Changes in the intragravel temperatures 
to which salmon eggs are exposed were 
also of concern; differences between intra­
gravel and surface water temperatures are 
common in Alaskan rivers in winter, due 
to groundwater inflow.

The monitoring program estimated pro­
ject effects on water temperatures by com­
paring measured temperatures from the 
pre- and postproject periods. River tem­
peratures were monitored continuously at 
the USGS stream gages (Figure 2). These 
gages were supplemented by several sta­
tions that provided the temperature of sur­
face and intragravel water at locations oth­
er than at the USGS gages. These stations 
were operated from 1985 to 1990, although 
bears and other animals frequently dis­
turbed them.

Early results of the temperature moni­
toring program confirmed that the project 
had little effect on stream temperatures. 
Therefore, the project's operators and the 
fisheries agencies agreed that extensive 
reservoir monitoring and modeling need 
not be completed. Because a comparison of 
surface water and intragravel temperatures 
measured concurrently at many sites 
showed no significant differences, surface 
water temperatures were accepted as an ac­
curate indicator of the temperatures to 
which incubating salmon eggs are exposed 
in the project rivers (Railsback and Trihey 
1992; Trihey et al. 1992).

Monitoring showed that the tempera­
ture of the instream release from Terror 
Lake was altered by the project, but the 
difference between pre- and postproject
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temperatures in downstream spawning ar­
eas is small. At the USGS gage on the Ter­
ror River, postproject stream temperatures 
averaged approximately 1°C lower during 
March and late summer than the preproject 
temperatures. Winter stream temperatures 
2 miles upstream of this gage appear to be 
consistently 1 to 1.5°C higher during the 
postproject period. Winter salmon incu­
bation temperatures in the most exten­
sively used spawning areas, which are near 
and downstream of the gage, appear to be 
unaffected by the project. At the USGS gage 
on the Kizhuyak River, postproject stream 
temperatures are about 1°C lower than pre­
project temperatures between July and De­
cember, with little difference during late 
winter and spring. As in the Terror River, 
winter stream temperatures upstream of the 
gage are warmer because of the project. 
Winter stream temperatures in the most 
extensively used spawning areas of the 
lower Kizhuyak appear to have changed 
little.

The postproject monitoring confirmed 
the preproject predictions that changes in 
temperature would be minor and that there 
would be a slight increase in winter tem­
peratures. Postproject temperatures ob­
served in late summer were 1°C lower than 
preproject temperatures, not higher as pre­
dicted, so it appears that the temperature 
impact assessment did not accurately pre­
dict seasonal differences in project effects. 
In addition, flows during the monitoring 
period were substantially higher than those 
assumed for the impact assessment and re­
quired by the FERC license. Because flow 
can affect stream temperature, the moni­
toring program has not necessarily shown 
what temperatures would be if flows were 
as low as allowed by the license, although 
changes in temperature resulting from 
lower flows could probably be inferred ac­
curately from the monitoring data.

Evaluation of Monitoring Requirements. Arti­
cle 41 calls for a temperature monitoring 
program with only the general objectives 
of modeling temperatures in Terror Lake 
and the two rivers to support a preproject 
decision of whether a multilevel reservoir 
outlet was needed. Given the uncertainties 
in modeling reservoir and stream temper­
atures, especially where ice formation oc­
curs, a requirement for temperature mon­

itoring is appropriate. The license left it to 
the licensee and resource agencies to de­
velop the specific objectives necessary to 
decide if the project's effects were ade­
quately mitigated.

Evaluation of Monitoring Methods. The 
temperature monitoring program was suf­
ficiently extensive to test the predicted 
temperature changes at sites including 
spawning areas upstream and downstream 
of the two permanent gages. Early verifi­
cation that temperature changes were mi­
nor resulted in modification of the moni­
toring program to eliminate unneeded 
reservoir and intragravel temperature 
studies.

Spawning Habitat

Evaluation of the Impact Assessment. The 
Terror River assessment used an early ap­
plication of the IFIM to predict effects of 
changes in flow on the amount, quality, 
and location of spawning habitat, as de­
fined by velocities, depths, substrate types, 
and temperatures. Methods described by 
Bovee and Cochnauer (1977), Bovee and 
Milhous (1978), and Trihey (1979) were 
used. As noted above, the IFIM study as­
sessed the impacts of the project assuming 
a postproject flow regime that turned out 
to be higher than the minimums required 
by the project license but lower than the 
observed flows.

The preproject assessment predicted 
changes in spawning habitat in the delta 
and intertidal waters, lower river, and up­
per river reaches of each stream (Table 2). 
In the Terror River, the project was pre­
dicted to decrease pink salmon spawning 
habitat availability during periods of low 
flow by further reducing flows and to have 
negligible effects during high flow peri­
ods, when the project's effects on flow are 
minor compared to the natural flow. The 
overall effect of the project on chum 
spawning habitat in the Terror River was 
predicted to be very minor. In the Kizhu­
yak, the project was predicted to slightly 
improve pink salmon spawning habitat 
availability during low flow periods and 
have little effect during high flow periods. 
The project was also predicted to result in 
minor overall decreases in chum spawning 
habitat in the Kizhuyak, with little effect
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TABLE 2
Predicted effects on spawning habitat availability (summarized from Wilson et al. 1981).

Location Pink salmon Chum salmon

Terror River 
Delta, intertidal little change little change
Lower river minor decrease minor decrease
Upper river minor increase minor decrease

Kizhuyak River
Delta, intertidal minor increase minor increase
Lower river minor decrease minor decrease
Upper river major increase (not present)

during high flows and slight decreases 
during low flows.

The effects of the project on salmon 
spawning habitat were monitored by ob­
serving spawner distribution and density 
in the river and measuring fry densities at 
known spawning areas. The geographic 
distribution and estimated numbers and 
density of spawners were determined by 
making visual observations from aircraft 
and marking spawner locations on maps. 
The observations were scheduled to occur 
twice per week from July through October, 
but weather and scheduling difficulties 
limited the actual number of annual ob­
servations from 4 to 6 for the Kizhuyak 
River and from 6 to 17 for the Terror River 
(Blackett 1992). The density of salmon fry 
(number per square meter of stream bed), 
a gross index of spawning success, was 
monitored at between 8 and 50 randomly 
selected locations at each of 11 sites in each 
river. These preemergence sampling meth­
ods were the same as used for monitoring 
commercial fisheries (Division of Fisheries 
Rehabilitation, Enhancement, and Devel­
opment 1991). Fry density measurements 
were usually made in March of each year. 
Average fry density data from two nearby 
rivers, also sampled in March, and from 
other sites throughout Kodiak and Afog- 
nak islands were used for comparison with 
fry density data from the project area 
(Blackett 1992). Fry development rates, as 
a percent of yolk sac absorption, were not­
ed at the same time fry density was ob­
served.

The monitoring program showed that 
both pink and chum salmon spawned as 
much as 1.6 mile further upstream in the 
Terror River during the postproject period,

and pink salmon increased their use of the 
upper reaches more than chum did. Dur­
ing the postproject period, pink salmon 
were observed spawning up to 1 mile fur­
ther upstream in the Kizhuyak than in the 
preproject period; no expansion in chum 
salmon spawning was observed.

The fry density monitoring data were of 
little use in evaluating impacts of the hy­
dro project. The data show that average fry 
densities were generally higher during the 
postproject period in both rivers, but the 
variability among sites and among years at 
a site was much higher than the differences 
between pre- and postproject averages. 
These measurements are highly variable 
by nature because the fry density in 
spawning gravel varies greatly over short 
distances.

The predicted effects of changes in flow 
on spawning distribution and density were 
upheld; spawning appeared to increase in 
spatial extent and more adults returned 
from postproject spawns than during the 
preproject monitoring period. However, 
the flows used to predict project effects and 
the actual flows during postproject moni­
toring were higher than the required min- 
imums for the Terror River; therefore, 
spawning success under the minimum Ter­
ror River instream flows required by the 
project license was not evaluated by the 
monitoring program. The IFIM study in­
dicates for most Terror River sites that hab­
itat availability increases little as flows in­
crease from the required minimums 
(Wilson et al. 1981), implying that slightly 
more spawning habitat was available dur­
ing the monitoring program than would 
have been with the minimum required 
flows.

m 320 R ivers 1 Volume 4, Number 4 October 1993



Evaluation of Monitoring Requirements. The 
project was expected to affect salmon 
spawning habitat by relatively small de­
grees, by altering flows; the amount by 
which the project changes flow was ex­
pected to vary among sites on each river 
due to inflows (Table 2). License Article 40 
called for monitoring the size, species com­
position/ and spawning distribution of 
salmon runs. These requirements are ap­
propriate to verify the predicted minor ef­
fects of flow changes and, by requiring 
monitoring of the spatial distribution of 
spawners, they consider the differences 
among sites on each river in how spawning 
habitat could change.

Evaluation of Monitoring Methods. The 
fisheries monitoring methods used were 
designed for commercial harvest manage­
ment and are not necessarily appropriate 
for measuring the effects of a hydropower 
project. The methods used to monitor 
spawning distribution and density appear 
to have been partially successful; the ob­
servations of spawning salmon from air­
craft were frequent enough, compared to 
the duration of redd building and spawn­
ing, to document where spawning oc­
curred. However, in several years the ob­
servations were too infrequent to produce 
reasonably accurate estimates of spawning 
run sizes (Blackett 1992). A consistent 
schedule of aerial and ground observations 
was needed to effectively monitor adult 
spawning run sizes, distributions, and tim­
ing.

The monitoring program for fry density 
was not appropriate for detecting the pre­
dicted impacts of the hydropower project. 
The low-resolution monitoring methods 
(i.e., relatively few, highly variable sam­
ples) were unlikely to detect the small pre­
dicted changes; a program with many more 
replicates and control sites would probably 
be required to do so. Fry density appears 
not to be a cost-effective monitoring pa­
rameter in this case.

Incubation

Evaluation of the Impact Assessment. The 
success of natural salmon egg and fry in­
cubation was believed to be limited largely 
by low winter streamflows that dewatered 
redds along the channel margins and in

riffles, and by high flow events that scoured 
out redds. The effects of the project on in­
cubation success were therefore predicted 
by determining how the project would af­
fect the frequency and intensity of scour­
ing and dewatering events (Wilson et al. 
1981). Water temperature changes were also 
recognized as affecting egg and fry devel­
opment rates.

The project was predicted to reduce de­
watering of salmon redds in the Terror 
River. The project's reductions in stream- 
flows during August and September were 
expected to cause salmon to build their 
redds in deeper parts of the channel, which 
would be less likely to be dewatered when 
streamflows decreased in winter. More im­
portantly, the project's winter releases were 
expected to eliminate the extreme low flows 
that naturally dewatered large numbers of 
redds. The project augments Kizhuyak Riv­
er flows throughout the main channel ar­
eas used for spawning, so dewatering in 
the Kizhuyak was predicted to be reduced 
or eliminated.

High streamflows between August, when 
spawning begins, and November, after 
which flows decrease because high-eleva- 
tion precipitation occurs as snow, can scour 
spawning areas and flush incubating eggs 
from the gravel. Preproject studies esti­
mated that scouring occurred in the lower 
mainstem of the Terror River at stream- 
flows near 1,000 cfs, and that the project's 
reservoir storage would reduce the fre­
quency, magnitude, and duration of scour­
ing flows. Reductions in scouring flows 
were predicted to primarily benefit salmon 
spawning in the main channels; intertidal 
areas, distributaries, and spring-fed side 
channels are much less susceptible to 
scouring by flood events. At peak capacity, 
the powerhouse can increase streamflows 
in the Kizhuyak River by approximately 
180 cfs, which is insignificant during the 
2,000-4,000 cfs peak natural flows. There­
fore, the project was predicted to cause only 
minor increases in scouring in the Kizhu­
yak; preproject studies did not estimate a 
Kizhuyak flow rate at which scouring be­
gins.

The minor predicted temperature in­
creases in both rivers were considered to 
have the potential to reduce incubation 
times in the mainstems, but overall effects 
on salmon development were expected to
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be minor because most spawning occurs in 
spring-fed delta distributaries and in lower 
mainstem reaches where temperature ef­
fects were predicted to be negligible.

Considering the cumulative effects of 
changes in dewatering, scouring, and tem­
peratures, the Terror Lake Project was pre­
dicted to have an overall net benefit to 
salmon incubation in the Terror River. The 
project was expected to reduce the fre­
quency of high-flow events that scour redds 
and to prevent winter low flows that de- 
water redds, whereas seasonal stream tem­
perature changes were expected to be in­
significant. The project was predicted to 
have minor net benefits to incubation in 
the Kizhuyak River. Augmented winter 
flows were expected to eliminate severe 
dewatering events and salmon were ex­
pected to spawn further upstream using 
more of the main channel, whereas project 
effects on scouring and water temperature 
in the Kizhuyak were predicted to be mi­
nor.

The monitoring program evaluated pro­
ject effects on scouring and dewatering by 
analyzing how the project altered the fre­
quency of high and low daily flow ex­
tremes. The pre- and postproject frequen­
cies of high flows during the late summer 
through early winter period were com­
pared. The fry density and development 
data discussed earlier were intended to 
provide a direct but relative measure of 
incubation success. In addition, returns of 
adult salmon to both rivers were estimated 
using commercial harvest estimates and the 
aircraft observations of the number of fish 
spawning (Blackett 1992).

A reduction in the dewatering of redds 
occurred as predicted. In the Terror River, 
the project has not consistently provided 
the lower streamflows during August and 
September that were predicted to encour­
age salmon to spawn in deeper sites, but 
it has consistently provided winter flows 
that prevent dewatering of main channel 
redds. The preproject 90% exceedance flows 
during months when incubation occurs 
were as low as 26 cfs (February and March), 
but postproject 90% exceedance flows were 
all above 65 cfs. Winter streamflows below 
60 cfs at the Terror River gage have not 
occurred since 1986. The Terror Lake Pro­
ject has eliminated the severe low flows 
that historically dewatered salmon redds

in the main channel of the Kizhuyak. Dur­
ing the preproject period, the monthly 
mean streamflow at the Kizhuyak River 
gage during the salmon incubation period 
was as low as 5 cfs (in March 1982), and 
the 90% exceedance flows were as low as 
2 cfs in March and 4 cfs in April. The lowest 
postproject mean monthly flow was 87 cfs 
in December 1990, and the postproject 90% 
exceedance flows for all months were above 
55 cfs.

The project has reduced the overall fre­
quency and magnitude of scouring flow 
events, but these reductions occur less in 
months when salmon eggs are incubating 
than in May and June. The project has been 
less effective than expected in detaining 
storm flows in the late summer-early fall 
period because the reservoir has been op­
erated to fill before August (Figure 3), al­
though the reservoir has not filled com­
pletely in several recent years. Terror River 
scour events (flows above 1,000 cfs) have 
generally occurred less frequently during 
the postproject period. However, the fre­
quency of streamflows above 1,000 cfs has 
changed little in the months of August, 
October, and December (Trihey et al. 1992). 
Peak flows appear to have been unexpect­
edly reduced in the Kizhuyak. The post­
project 10% exceedance flows have been 
greater than the preproject values by 90 to 
200 cfs in August through December, ex­
cept in November when the postproject 
value was 200 cfs less than the preproject 
value. However, flows of less than 10% ex­
ceedance (even less frequent, higher flood 
flows) were lower during the postproject 
period during September through Decem­
ber. The fact that peak Kizhuyak River 
flows in months critical to salmon have 
been lower, instead of higher as predicted, 
during the postproject period may be at­
tributed to two factors. First, the periods 
of pre- and postproject record are short for 
comparison of such infrequent flows, so 
the differences may result from chance. 
Second, the diversions on Falls, Shotgun, 
and Rolling Rock creeks in the Kizhuyak 
Basin may be diverting a substantial por­
tion of the high-elevation snowmelt runoff 
from the Kizhuyak River basin into Terror 
Lake. No measurements have been made 
that would allow a determ ination of 
whether such storage of Kizhuyak water 
actually occurs or at what rate.
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The small increases observed in Terror 
River winter temperatures are not expect­
ed to measurably affect fry development 
rates in the areas of dense spawning. The 
project apparently reduces temperatures by 
about 1°C in July through December at the 
Kizhuyak River gage. Salmon eggs and al­
evins exposed to such decreases in incu­
bation temperature could have increased 
incubation periods; for example, pink 
salmon eggs spawned at the beginning of 
September would have accumulated about 
120 fewer of the 530-610 degree days need­
ed for hatching (Bailey et al. 1980; cited by 
Groot and Margolis 1991) by the end of 
December.

The degree of yolk sac absorption for 
salmon fry was observed along with pre- 
emergent fry densities at a number of sites, 
indicating that average fry development 
rates were higher in both rivers in the post­
project periods, by less than 10%. This dif­
ference is small compared to the variability 
of observed development rates among years 
and sites, so the observations of yolk sac 
absorption were incapable of indicating 
any significant influence of the project on 
fry development rates.

The adult salmon return data showed that 
the hydropower project did not signifi­
cantly reduce salmon production. For both 
rivers and both salmon species, average 
adult returns were higher for cohorts 
spawned after the project began operation. 
Although two-sample t-tests show none of 
the postproject increases to be significant 
at P < 0.15 and similar differences between 
pre- and postproject periods were observed 
at control sites in nearby rivers, these data 
show that no significant decrease in pro­
duction occurred. These comparisons are 
not entirely rigorous because chum salmon 
ages at spawning vary, making it impos­
sible to completely isolate pre- and post­
project cohorts; in addition, the Exxon Val­
dez oil spill resulted in no harvest in 1989, 
with unknown effects on return estimates.

Our evaluation shows that the preproject 
assessment of effects on salmon fry incu­
bation were generally upheld. Dewatering 
of redds was greatly reduced by steady 
winter flow releases. However, the lower 
August and September flows predicted to 
cause fish to spawn in deeper water in the 
Terror River did not occur. The project ap­
pears to have reduced spring scouring flows

in the Kizhuyak River even though not 
predicted to, possibly due to diversion of 
upper basin water into the reservoir. How­
ever, the project did not reduce fall scour­
ing flows in the Terror River as predicted 
because the reservoir was usually operated 
so that it filled by the middle of most sum­
mers and had no storage available as pre­
dicted, to retain flood flows. The prediction 
that water temperature changes would be 
minor was accurate, although seasonal 
changes in temperature effects and the di­
rection of some changes were not predict­
ed accurately. The counts of adult returns 
confirmed the prelicensing prediction that 
no major adverse effects would occur, but 
direct effects of the Terror Lake Project on 
incubation success cannot be evaluated 
with the available fish data.

Evaluation of Monitoring Requirements. In­
creased salmon incubation success was per­
haps the most important effect of the Ter­
ror Lake Project predicted in the preproject 
impact assessment, but the fisheries mon­
itoring requirements of Article 40 do not 
specify monitoring of incubation success 
or, with the exception of temperature, of 
the processes affecting it. To directly eval­
uate the mechanisms by which the project 
was predicted to affect incubation success, 
the monitoring requirements should have 
included site-specific monitoring of scour­
ing and dewatering flows, especially in 
spawning areas where the project most af­
fects flow rate. The important predicted ef­
fects of the project on mainchannel spawn­
ing and incubation may have been detect­
ed most directly by monitoring the num­
ber and timing of smolts migrating out of 
the rivers. Monitoring smolt outmigration, 
although possibly more expensive, is rec­
ommended as a way to eliminate the ad­
ditional, high uncertainties that occur 
when project effects must be inferred from 
data on adult salmon returns (Lawson 
1993).

High flows that scour redds are relative­
ly infrequent events (postproject flows 
above 1,000 cfs occur in the Terror River 
on less than 10% of the days in even the 
wettest months); a monitoring period lon­
ger than 6 years may be needed for a sta­
tistically significant evaluation of scour 
flows.
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Evaluation o f Monitoring Methods. We 
found that the fisheries monitoring meth­
ods were generally unable to distinguish 
project effects from natural variability. The 
fry density and development rate data were 
of too low resolution and too variable to 
detect the predicted small effects of the 
project on incubation. The adult harvest 
and escapement data were also too variable 
and dependent on factors other than 
spawning and incubation success for direct

evaluation of project effects; for example, 
the monitoring program was incapable of 
determining whether or not low adult re­
turns in 1990 were due to reduced spawn­
ing or incubation success or to low ocean 
survival. Although these methods may be 
suitable for salmon harvest management, 
the very different objectives of monitoring 
a hydropower project require more direct 
measurement of predicted effects.

CONCLUSIONS

Since 1981, when the Terror Lake Project 
was licensed, the FERC's procedures for 
assessing environmental impacts and de­
veloping mitigation requirements have 
changed significantly. The FERC staff is 
now more active in the process, fisheries 
agency staff have more experience with 
hydroelectric projects, and impact assess­
ments are not finalized until after mitiga­
tion negotiations have been conducted. 
However, we believe several conclusions 
drawn from the Terror Lake case are rel­
evant to future licensing cases.

Monitoring Program Purposes

The monitoring program successfully 
showed that the Terror Lake project, as pre­
dicted, did not have significant adverse im­
pacts on salmon fisheries, but the program 
did not test all the supporting predictions 
made in the impact assessment. Therefore, 
the program met one important purpose of 
a monitoring program, that of verifying 
the magnitude of predicted impacts and 
showing whether changes in mitigation are 
needed, but only partially met a second 
potential purpose, that of testing the anal­
ysis methods used to make predictions. Be­
cause many fisheries impact assessment 
methods are relatively uncertain, monitor- 
ing programs should include the purpose 
of evaluating assessment methods so that 
they can be improved. Although testing 
and improving prediction methods is rare­
ly required by the FERC, integration of 
monitoring programs with industry- or 
agency-sponsored research could meet this 
purpose. Such research to improve assess­
ment methods would benefit water project 
operators and fisheries managers by mak-
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ing impact assessment studies and miti­
gation requirements more cost-effective.

Monitoring Objectives

Monitoring objectives should be based 
on the effects predicted in an impact as­
sessment in three ways. First, monitoring 
objectives should reflect the mechanisms 
by which effects are expected to occur; at 
the Terror Lake Project, effects on incu­
bation success due to changes in scouring 
and dewatering of salmon redds and tem­
perature changes were among the most im­
portant predicted effects, but monitoring 
of only one of these processes was specif­
ically required. When the most important 
predicted effects are driven by changes in 
flow, flow monitoring objectives should be 
specific enough to allow evaluation of such 
impacts. Second, monitoring objectives 
should reflect the magnitude of predicted 
effects; for example, project effects on tem­
perature were predicted to be small, so 
monitoring objectives were appropriately 
limited to verifying this prediction. How­
ever, the uncertainty in the predictions 
should also be considered; more rigorous 
monitoring may be appropriate if there is 
little confidence in the methods used to 
predict effects. Third, monitoring objec­
tives should reflect the spatial and tem­
poral scales over which effects are expect­
ed. Predicted effects on several processes 
(e.g., spawning habitat) vary among sites 
with the degree to which flow is affected 
by the project. Time scales vary among im­
pact mechanisms; for example, minimum 
spawning habitat is relatively constant for 
long periods, but scouring is caused by in­
frequent, short-duration events, so the fre-
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quency and duration of monitoring mea­
surements could also vary. Monitoring 
programs that are appropriate in these three 
ways will, by accurately quantifying the 
processes controlling fisheries, facilitate ef­
fective and efficient changes in mitigation 
if such changes are needed.

Terror Lake Project monitoring objec­
tives were generally not detailed in the 
FERC license, but were identified by the 
licensee and consulting agencies. How­
ever, a hydro project's license appears to 
be an appropriate place for defining spe­
cific monitoring objectives because the li­
cense is issued at the conclusion of the en­
vironmental impact assessment process. 
This assessment process predicts the causes 
and magnitude of environmental impacts, 
which should be the basis for determining 
monitoring objectives. The license may also 
be an appropriate place to define the level 
of effects that, if observed in postproject 
monitoring, would require additional mit­
igation. Monitoring objectives in the FERC 
license also have the weight of law to en­
sure that they are met, making the FERC 
one of the few federal agencies to routinely 
monitor the results of their environmental 
impact assessments.

Monitoring Methods

Monitoring to determine the effects of a 
hydroelectric project is a very different 
problem than most kinds of monitoring 
typically conducted by fisheries biologists. 
One of the most important lessons from 
Terror Lake is that standard fisheries mon­
itoring methods can be inappropriate, due 
to differences in objectives and in the scale 
of the potential effects being examined, for 
monitoring hydro effects. M onitoring 
methods should provide data that allow 
the objectives to be met in the manner of 
scientific hypothesis testing. The Terror 
Lake Project monitoring program gener­
ally met the objectives of the FERC license 
and in some cases provided information 
that was essential for determining the pro­
ject's effects even though not specifically 
required in the license. However, experi­
ence with such methods for large-scale 
harvest management as harvest, escape­
ment, fry density, and fry development rate 
measurements should have indicated that

they are of too low resolution to detect the 
predicted effects of the project. Monitoring 
methods that measure the predicted effects 
in the most direct and certain way (in this 
case, monitoring numbers of downstream 
migrating smolts as well as spawners) 
should be used. This is demonstrated by 
inability of the Terror Lake program to dis­
tinguish any effects of the Exxon Valdez spill 
and resulting harvest closure from effects 
of the hydro project. Published environ­
mental monitoring methods (e.g., Osen- 
berg and Schmitt 1994) can be adapted for 
use at hydropower projects.

Impact Assessment

The environmental impact assessment 
for the Terror Lake Project appears to have 
been generally accurate. Inaccuracies in the 
impact assessment such as scouring in the 
Terror River not being reduced as much as 
expected and peak flows in the Kizhuyak 
River being unexpectedly reduced, and 
uncertainties in results such as predictions 
of flow-based effects not being fully tested 
because observed flows were higher than 
predicted, occurred because hydrology and 
river flows were not as expected. Inaccu­
racies in hydrology occurred in part be­
cause preproject data were limited, the res­
ervoir was operated to fill earlier in the 
summer than assumed for the assessment, 
and difficulties in controlling flow releases 
and over-releases to meet instream flow 
requirements were not foreseen. Over-re- 
leases of instream flows to avoid violations 
of the FERC license requirements are dif­
ficult to avoid and occur at many hydro 
projects (Federal Energy Regulatory Com­
mission 1991). Such over-releases should 
be considered in predicting the effects of 
projects. To be successful an impact as­
sessment and monitoring program must be 
based on an adequate understanding of 
flows; thus, project effects on flows need 
to be fully explored and predictions must 
reflect actual operations as closely as pos­
sible.
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