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A review and reanalysis of the published literature show that several assumptions are violated in the
application of the Instream Flow Incremental Methodology (IFIM) without consideration of the implica-
tions of so doing. The fundamental assumption of a positive linear relationship between “potential
available habitat” (WUA) and biomass of fish has neither been documented nor validated, particularly in
warmwater streams. Absence of correlation precludes prediction of changes in fish populations. In some
studies the test of this assumption appears to be equivalent to a calibration operation. The other
assumption violated includes independent selection of habitat variables by fish. The presence of signi-
ficant interaction among habitat variables can affect the stream flow recommendations. Another problem
exists in application of Physical Habitat Simulation (PHABSIM): one WUA unit should not be interpreted as
being equal to another in biological production or habitat value unless shown to be an exact replica.
Several combinations of physical variables could give rise to the same amount of WUA, none of which may
be correlated to the biomass of fish. The utilization, suitability, or preference curves should not be treated
as probability functions; a rating of 1.0 is not equivalent to probability of 1.0. Care should be taken to
distinguish between real behavioral preferences of fishes based on distributional occurrence from
abundance (relative or absolute size) in a stream.

Un examen et une analyse des ouvrages publiés montrent que plusieurs hypotheses sont réfutées dans
I'application de la méthode IFIM (« Instream Flow Incremental Methodology ») sans considération des
répercussions. L’hypothése fondamentale selon laquelle il existe une relation linéaire positive entre
I'habitat potentiel disponible (WUA) et la biomasse des poissons n’a pas été étudiée ni prouvée, en
particulier dans les cours d’eau chaude. L’absence de corrélation empéche la prédiction de variations dans
les populations de poisson. Dans certaines études, la vérification de cette hypothése semble étre équiva-
lente a un exercice d’'étalonnage. Le choix indépendant par les poissons des variables de I'habitat constitue
une autre réfutation de I’hypothése. La présence d’une interaction importante entre les variables de
I’habitat peut influer sur les recommandations en matiére de débit. Il existe aussi un autre probléme dans
Iapplication de PHABSIM (« Physical Habitat Simulation ») : pour ce qui est de la production biologique et
de la valeur de I'habitat, deux unités WUA ne doivent étre considérées égales que si elles sont des copies
exactes. Plusieurs combinaisons de variables physiques peuvent produire les mémes valeurs WUA, dont
aucune n’est peut-étre en corrélation avec la biomasse des poissons. Les courbes décrivant I'utilisation, la
convenance ont la préférence ne devraient pas étre traitées comme des fonctions de probabilité : une
évaluation s’élevant a 1,0 n’est pas équivalente a une probabilité de 1,0. La distinction entre les vraies
préférences comportementales des poissons basées sur la fréquence de la répartition et I'abondance
(relative ou absolue) dans un cours d’eau devra faire 'objet d’une attention particuliere.
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he Instream Flow Incremental Methodology (1FIN
4 developed by the U.S. Fish and Wildlife Service to pro
vide a standard analytical technique for recommending
flows for a stream. Originally, IFIM was developed for
application in small simple cold-water stream systems from
which water was to be diverted for off stream consumptive uses
or to be allocated for other development projects. One of the
initial objectives of the method was to assess with relative ease
changes in fish standing crop and species composition due to
changes in stream flow (Bovee 1978). Several assumptions are
made in utilizing the method in a given stream. The purpose of
our note is to critique some of these assumptions.

Only recently has the applicability of IFIM been investigated
in a relatively small warmwater stream (Orth" and Maughan
1982). These authors provided sufficient data in the published
literature for our reanalysis. We will therefore use these data and
other published examples for the evaluation of the underlying
asssumptions. Undoubtedly, results of many other IFIM studies
exist in unpublished reports, nonrefereed papers, proceedings,

etc.

Theory and Mechanics of Calculations

An important integral component of IFIM is PHABSIM
(Physical Habitat Simulation). The PHABSIM procedure con-
tains four primary components: (1) physical measurements of
depth, velocity, substrate, and cover within the stream reach,
(2) computer simulation of the stream hydraulics, (3) deter-
mination of a composite probability of use from the suitability
value for each combination of depth, velocity, and substrate
found within the stream reach, for each species and life history
phase, and (4) the calculation of weighted usable area (WUA)
for each stream flow, species, and life history phase for each
season. Other factors such as water quality and food can be
also incorporated in the calculation of WUA but the level of
complexity in application and interpretation increases substan-
tially. Biological interactions (competition, predation, etc.) are
recognized as important factors but at present cannot be
included in the application of the method.

The outputs of computer simulations of physical habitat
variables (based on measurements of depth, velocity, substrate,
cover, etc.) in a stream reach and species life stage “probability
of use” or “preference” or “suitability” curves (based on instan-
taneous fish measurements in the field, expert opinion, or from
literature sources) are integrated into a potential available WUA
for each flow. A relationship is then established between the
availability of potential WUA for each life history phase of a
species and stream flow in each season or time period.

Four basic assumptions are as follows: (1) depth, velocity,
and substrate are the most important physical habitat variables
affecting the distribution and abundance of fishes; behavioral
preference of a life stage of a species for each physical variable
can be established from instantaneous fish measurements in the
field and probability of use curves or suitability or utilization
indices constructed; (2) depth, velocity, and substrate indepen-
dently influence habitat selection by fishes; (3) preference
factors for depth, velocity, and substrate, etc., can be combined
through multiplication to create WUA index; and (4) a positive
linear relationship exists between size of WUA and the biomass
of fishes; a slope of 1 is assumed to relate biomass and WUA
(Bovee 1978). Presumably, an increase in the WUA will result
in increased fish populations because populations are implicitly
assumed to always be habitat limited.
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composite suitability
derived for each stream 1¢
as follows:
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where C; = fu(Vi) X fa(D;) X f(S)), f,(V;) = suitability
weighting factor for the velocity in cell i, f4(D;) = suitability
weighting factor for the depth in cell i, f.(8;) = suitability
weighting factor for the substrate type incell i, n = the numbe
of cells, and A; = the area of cell i. Weighting factors are de
rived from “utilization™ or “preference” or “suitability,” “elec-
tivity,” or “probability of use” curves. The method assumes tha
behavioral characteristics of a life stage of a species can bg
defined by these curves. The mode or the peak of the curve i
interpreted as the optimum value of a variable for fish usage and
is given a weighting factor of 1. The tails of the curve represen
zero weighting factor. Generally, weighting values between (
and 1 are empirically determined (in equivalent optimum habita
units) from analysis of instantaneous observations of fish dis
tribution over the range of each variable (Bovee 1982). A

example of velocity and depth preference curve for adult small

mouth bass, Salmoides dolomieui, is given in Fig.1.

Suitability Index and Preferénce Curves

The original application of IFIM, treatment of “‘suitability™ of
“preference” curves as probability functions, led to the calcula
tion of a joint probability function by multiplication of univari
ate preference factors as simple conditional probabilities (Boveg
1978, 1982). This procedure is correct only when probabilities
are statistically independent. A transformation of univariatg
preference factors into simple probabilities is erroneous. First
the mode or peak of curves shown in Fig. 1 only have 3
subjective rating of 1.0, which is not equivalent to a probabilit
of 1.0. That is, the curves should not suggest that therc is a
100% chance (a certainty) of locating a species population o
specified segment of a population. A rating of 1.0 simply meang
that most organisms were observed or captured at that dept
and/or velocity at the time of collection. The curve does no
have any statistical distribution and cannot be considered as 2
probability function. The ordinate values between 0 and 1
(calculated from proportional scaling of fish catches) have bee
incorrectly interpreted as actual probabilities in PHABSIM,
Probability is an area under the curve and not a value of the
ordinate. We are not aware of any published study that hag
addressed these statistical or mathematical distinctions, and yet
the suitability function in the form of the joint probabilit
function continues to be used (Bovee 1982).

The ratings of the “preference” or “suitability”™ curves are
ratios. However, these ratios are based upon a shifting denomin-
ator. For example, if largest number, 10, were obtained at
a particular depth and/or velocity, these variables will be given
a rating of 1.0. If in another sampling the greatest number was
100 organisms the same variables would also be given a rating
of 1.0. Obviously, there is a difference in the biomass of 10 and
100 organisms. In our view the development of the “prefercnce”
curve as we described will lead one to expect low correlation
between “suitability” and fish standing stock.

Because fishes may respond to a multitude of factors in the
field, thus manifesting daily changes in their distribution,
different curves may be obtained on different sampling dates of
times within a season. For example, fishes change position from
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Fic. 1. Comparison of velocity and depth preference curves for the adult smallmouth bass from Bovee
(1978) (solid lines) and Orth (1980) (broken lines). Orth used the term weighting factor, and Bovee used

probability.

day to day, day versus night, and in response to prey—predators,
etc. (Emery 1973; Helfman 1981; Fraser and Emmons 1984).
Yet the total number of fish in a stream usually does not change
over the period of observations on these normal behavioral
responses. It is important for investigators, therefore, to dis-
tinguish between distribution (occurrence of a life stage at a
location) and abundance (absolute or relative size) of a fish
population at a stream reach.

A careful evaluation of the usability of a “preference” or
“suitability” curve is necessary. The shape of the curve can be
highly dependent on the site, stream, and time of collection.
Consider the velocity and depth suitability curves developed
using a similar method for the adult smallmouth bass from two
different sources in Fig. 1. No resemblance is evident, and the
optimum “preferred” or “suitable™ depth and velocity differ by
an order of magnitude between curves for each variable.

A restriction placed in IFIM on the development of prefer-
ence curves is that they be obtained from unexploited streams at
carrying capacity (Bovee 1982). Such conditions are rare, at
best, especially for high-quality habitats. It is also rare that
before initiating a study that the investigators know the carrying
capacity of streams or that of a given stretch within a stream.
Note that only when a substantial positive correlation is ob-
tained between WUA and fish biomass a posteriori is the fish
population considered to be at carrying capacity (Orth and
Maughan 1982).

Assumption of Independence

The derivation of WUA is based on the assumption that
organisms select each habitat variable independently of the
other variable(s). Examination of the published analysis shows
violation of this assumption. In table 3 of Orth and Maughan
(1982) the interaction term for depth X velocity was highly
significant (P < 0.01) in three of the four analyses presented.
Interaction exists where two factors combine to produce an
added effect not due to one of them alone; neither factor
individually can show the “best” predictor to optimize the
habitat. That is, the suitability of a given depth may depend
upon velocity. For example, in the case of central stoneroller,
Campostoma anomalum, the interaction of depth and velocity
explained about 30% of the known variation in abundance of
fish during spring. None of the other variables were significant.
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Because the two variables (depth and velocity) are highly
interactive they may not be used to calculate unbiased estimates
of WUA under the assumption of independence.

Orth and Maughan (1982) believed this interaction would be
of limited significance on their minimum flow recommenda-
tions; a preference for greater depths at greater velocities would
be observed. Using the exponential multiple regression models
given by Orth and Maughan (1982) in their table 4, we estimated
the response surface for densities of adult central stoneroller
at various depths and velocities (Fig. 2). The effects of the
depth—velocity interaction are obvious; fish densities increase
radically with a slight increase in either depth or velocity. High
densities of central stoneroller will occur (according to the
model) at very low velocities and shallow depths. In fact, this
model suggests that highest densities will occur at no flow, an
illogical conclusion that can result when assumption of indepen-
dent selection of variables is not met. The violation of the
assumption of independence may be more universal than might
have been previously believed. Studies by Gore and Judy (1981)
and Orth and Maughan (1983) on benthic organisms also show
the violation of assumption of independence. At any rate,
because depth and velocity are correlated in a stream (Fraser
1972), it is difficult to meaningfully ascertain in the field that the
selection of one habitat variable by fish is independent of the
other variable.

The necessity of the assumption of independent selection of
the habitat variables, of course, disappears when “suitability”
or “preference” or “utilization™ is not considered equivalent to
probability in calculation of WUA. In fact, the composite WUA
index need not be assumed to have any particular statistical
property. It should be considered merely as a derived variable
obtained from multiplying the weighting factors. The weighting
factors can be mathematically manipulated in other ways with
equal justification. That is, these factors can be added, or be
treated logarithmically. The only relevant tests are as follows: Is
WUA positively related to fish biomass in a predictable manner;
is this relationship stable; and is this relationship robust?

Assumption of Positive Linear Relationship of WUA and
Standing Crop

The basic foundation of IFIM is the calculation of WUA at
incremental flows and assumes a positive linear relationship
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FiG. 2. Predicted response surface for abundance of the central stoneroller in Glover Creek, Oklahoma
The exponential model of Orth and Maughan (1982) in their table 4 was used for prediction.
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Fic. 3. Plots of standing stock of Glover Creek fishes and WUA (data from tables 5 and 6 of Orth and
Maughan 1982).
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between WUA and standing stock of fish (grams). The to which it is predictive. If a strong relationship exists. thg
regression line for this relationship should pass through the predictions can be made and verified on the changes in fish stog
origin, that is. no habitat no fish. Yet these assumptions are with the corresponding alteration in flow regimes. No validati
treated lightly in the instream flow assessments and subsequent of this relationship. although necessary. has been document
recommendations. The utility of a model depends on the degree in the primary literature.
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FiG. 4. Plots of standing stock of Glover Creek fishes and WUA (data from tables 5 and 6 of Orth and

Maughan 1982).

The presence of a significant positive correlation between the
WUA and biomass of fishes (grams) is interpreted as confirma-
tion that physical habitat limits the fish stock and the population
is at carrying capacity (Orth and Maughan 1982): The absence
of statistical correlation is interpreted that factors other than
those measured limit the standing stock. We have plotted in
Fig. 3 and 4 the seasonal fish biomass and WUA data for small-
mouth bass, orangebelly darter (Etheostoma radiosum), freckled
madtom (Noturus nocturnus), and central stoneroller given by
Orth and Maughan (1982) in their tables 5 and 6 to examine the
assumption of linear positive relationship (grams vs. WUA).
Both measures of biomass (grams and grams per WUA) are
highly variable and a positive relationship is not apparent (Fig. 3
and 4). In fact, the trend is often negative, particularly that of the
grams per WUA vs. WUA relationship. In addition, the lines do
not appear to pass through the origin.

Some IFIM studies (Gore and Judy 1981; Orth and Maughan
1983) on benthic organisms have tested the above assumed
linear relationship by transforming the original biomass data to
In (X + 1). These transformed data were then repressed on joint
preference values derived from the raw biomass data (Gore and
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Judy 1981; Orth and Maughan 1983). Despite this calibration
operation, i.e. regression of the original dependent (derived)
variable, preference factor, against the original independent
variable (biomass), consistent strong predictive relationships
were absent. This result is surprising, since the preference or
suitability values have little meaning except in terms of biomass
or densities.

The slope of the relationship between fish biomass (kilo-
grams) and WUA is kilograms per WUA and therefore should
be a constant, particularly for a population at carrying capacity
in a given stream. This conclusion is merely an extension of the
IFIM original assumption of a slope of 1 (Bovee 1978) for the
relationship between biomass (kilograms) and WUA for fish
populations at carrying capacity. That is, a unit change in WUA
results in a unit change in biomass. In other words, 15 units of
composite. WUA should support the same amount of fish
biomass as 15 units elsewhere in the stream. The severalfold
variability observed in Fig. 3 should not occur.

The calculations of WUA implicitly consider each habitat
unit as biologically equivalent (Bovee 1982). However, there is
no reason to believe that habitat units as defined by PHABSIM
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T'ABLE 1. Distribution of WUA (m~/km) for t small
mouth bass at various depth—velocity combinations (data
extracted from table 1 of Bovee 1978).

Velocity (m/s)

Depth (m) 0.15-0.30 0.30-0.45 0.45-0.60

0.30-0.45 -
0.45-0.60 15
0.60-0.75 15
0.75-0.90 44
0.90-1.05 15

are biologically equal and proyide similar production rates
unless each is an exact replica of the other unit. If each unit of
WUA is biologically identical, a prediction of standing stock of
fishes as a result of flow alteration may be possible. However, in
the present form of calculations in PHABSIM, several combina-
tions of depth, velocity, and substrate can give the same amount
of WUA, none of which may support a similar fish biomass. We
have extracted data from Bovee (1978) in Table 1 to show that at
Jeast five different combinations of depth and velocity provide
the same amount of WUA (15 m?/km) for adult smallmouth
bass in a stream. A lack of correlation between WUA and fish
biomass may in part result from treating each habitat unit as
equivalent of another.

Effects of Outliers on Relationship of WUA and Biomass

The relationship between fish biomass (kilograms per hec-
tare) and WUA (expressed as percent of total area) is used in
some investigations. It is also weak and of questionable inter-
pretation. For example, of the 20 correlations presented by
Orth and Maughan (1982), 14 (70%) were not significant (P >
0.05). Examination of these reported relationships shows that in
most cases only two or three effective data points existed (a
cluster of points near the origin and one or two extreme values).
A cluster of points is equivalent to only one effective data point
in the determination of the slope of the regression line. All data
points should weigh equally in determining a regression line
(Draper and Smith 1979). Spurious correlations and therefore
questionable conclusions can result when regressions are based
on only two or three effective data points.

The following examples will illustrate the influence of
outliers on habitat relationships and subsequent interpretations.
Removal of single outliers from the central stoneroller summer
(X = 42.0, Y = 51.8) and fall (X = 42.9, Y = 17.7) data sets
reduced the reported significant correlations (P < 0.01) from
0.835 to 0.61 for the summer and from 0.737 to 0.416 for the
fall; both correlations became nonsignificant (P > 0.05). We
therefore consider the original interpretation that physical
habitat limits population of central stoneroller to be suspect.

On the other hand, removal of outliers from the spring central
stoneroller data sets (X = 47.2,46.0, Y = 0.9, 1.1) increased
the correlation from 0.159 (P > 0.05)t0 0.892 (P < 0.01). Note
that these are high values of WUA associated with low values of
biomass (kilograms per hectare) and that their removal in no
way biases the relationships that are assumed in IFIM. Using the
same logic the original interpretation that the physical habitat
did not limit the central stoneroller population becomes erron-
eous. Similarly, the removal of a single outlier (X = 70.9, Y =
0) from the adult smallmouth bass summer data set increased
the reported correlation from 0.423 (P > 0.05) to 0857 (Pi<

0.0

50% of th
configuration of th
interpret these data to represent scasonal or ycarly
variations. A large portion of the variability observed here,
perhaps, reflects the independent nature of the changes in WUA
and fish populations. In the absence of such basic lincar positive
relationships no mechanism exists that can separate the natural
variations in abundance of fishes from those due to changes in
stream flow, nor can the model be validated.

s At ' T
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Validation of Fish Biomass and Habitat Relationship

One of the reported strengths of IFIM via PHABSIM is its
ability to assess changes in standing crop of fishes due to
changes in flow regimes (Bovee 1978). Therefore, the question
is would a short-term denial or loss of physical space or
“habitat” result in a corresponding reduction of fish populations
in streams? A non-1FIM designed experimental study conducted
by Kraft (1972) provides some insights to the above question.
He studied the effects of experimentally induced flow reduc-
tions on a brook trout, Salvelinus fontinalis, population in a
simple cold-water stream in Montana. No declines in total
abundance of fish occurred when the summer flow was reduced
from 1.0 to 0.2m%/s (an 80% reduction in flow) for 90d. A
redistribution of brook trout was observed. Examination of his
data for an experimental 90% flow reduction for 90d, after
accounting for natural fish losses at control stations and egress
of fish out of the test sections, did not show a significant change
in the standing stock of brook trout either. In fact. both the
number and weight of trout in pools of the test sections of the
stream increased, while comparable values at the control sec-
tions decreased, clearly suggesting redistribution of fish and not
atrue change in abundance. Therefore. temporary distributional
changes may not result in corresponding changes in total
abundance of species life stage and should not be interpreted as
such. The study also indicates, at the least, that the availability
of usable area may not have an immediate regulatory effect on
the population. In application of IFIM, however, it is implicitly
assumed that such changes will occur in fish populations as a
result of flow alterations. In our view, investigators should
attempt to relate changes in physical habitat in terms of their
effects on the standing stock (abundance) in a stream as a whole
rather than in temporary redistribution of a segment of the fish
population in a stretch of a stream.
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Comparison of the Phosphorus—Chlorophyll Relationships
in Mixed and Stratified Lakes
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Riley, E. T., and E. E. Prepas. 1985. Comparison of the phosphorus—chlorophy" relationships in mixed and
stratified lakes. Can. J. Fish. Aquat. Sci. 42: 831-835.

Data from the literature were used to calculate separate regressions of summer chlorophyll a concentra-
tion (IChl a]) on spring total phosphorus concentration ([TP)) for lakes that remain thermally stratified

during the summer and lakes that mix intermittently

during the summer. Significant differences were

found in the spring [TP] — summer [Chl a] relationships for the two lake types (P < 0.05). The mean ratios of
summer [TP] to spring [TP] were also significantly different in stratified and mixed lakes (P < 0.001); this
difference is the explanation offered for why the spring [TP] — summer [Chl a] relationships were different

in stratified and mixed lakes.

Des données tirées d’ouvrages publiés ont été utilisées pour calculer différentes régressions entre la
concentration estivale de chlorophylle a (IChl a)) et la concentration totale printaniére de phosphore total

([PT]) dans des lacs qui restent thermiquement strati

fiés pendant I'été et d'autres lacs qui se mélangent de

facon intermittente en été. Des différences significatives ont été découvertes dans les relations [PT] au

printemps et [Chla] en €te dans les deux genres de la
et la [PT] au printemps étaient aussi significativement

c (P < 0,05). Les rapports moyens entre la[PT] en été
différents dans les lacs stratifiés et les lacs mélangés

(P < 0,001) ; cette différence sert a expliquer la différence dans les relations [PT] au printemps — [Chla] en

été, dans les lacs stratifiés et mélanges.
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otal phosphorus (TP) is a good predictor of the standing

crop of phytoplankton in lakes (Sakamoto 1966; Dillon

" and Rigler 1974; Nicholls and Dillon 1978; Oglesby and
Schaffner 1978; Smith 1982; Prepas and Trew 1983).
Generally, spring [TP] is the parameter used to predict the
summer chlorophyll a concentration (IChl a]). However, a
substantial error is associated with predictions from these
models. To reduce this error, authors have used variables other
than spring [TP] as a predictor and [Chl a] as an indicator of
phytoplankton standing crop. Nicholls and Dillon (1978)
showed less error associated with predictions of algal biomass
than with summer [Chl a]. Smith (1982) incorporated total
nitrogen concentration ([TN]) along with [TP] as a predictor of
summer [Chl a]. Prepas and Trew (1983) found that summer
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[TP] was a better predictor of summer [Chl a] than spring [TP].
However, spring [TP] and summer [Chl a] are still the most
useful variables in these models, since spring [TP] can be
predicted from loading models (Vollenweider and Kerekes
1980) and [Chl a] and spring [TP] are much easier to measure
than phytoplankton biomass and summer [TP].

One source of variation in the spring [TP] — summer [Chl a]
relationship that has been proposed, but not thoroughly tested
for, is the influence of mixing patterns. It has been suggested
that mixed lakes (i.e. lakes that mix intermittently during the
summer) produce more summer Chl a per unit of spring TP
than stratified lakes (i.e. lakes that remain thermally stratified
during the summer). Oglesby and Schaffner (1975) assumed
that the winter [TP] — summer [Chl a] relationships are different
in the two lake types and calculated separate linear regressions
of summer [Chl a] on winter.[TP) for stratified and mixed lakes.
Although there was generally more Chl a per unit TP in the
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Establishing Instream Flow Needs

in Minnesota
by
Hedia D. Rieke*

Minnesota is well known for its lakes and streanms,
extensive underground water, natural areas, fish and
wildlife, and scenic beauty. The State's natural
heritage is preserved by the most protective natural
resources laws in the Nation. Minnesota law affords
many opportunities for protecting instream uses,
including: establishment of protected flows where
water withdrawals threaten instream uses; protection
of river corridors through wild and scenic river and
critical area programs; review of public and private
activities affecting the environment; and the right
of all citizens to go to court to protect natural
resources and environmental values. The State's
natural resources programs are administered by the
Minnesota Department of Natural Resources.

In 1937, Minnesota established a system which
requires a permit from the Department of Natural
resources before surface or ground water can be with-
drawn. Small domestic wuses are exempted. In
Minnesota, use of water must conform to the "riparian
reasonable use" rule, which balances the interests of
the users, of other riparian landowners, and of the
public. Conflicts between users, referred to as
appropriators, are not resolved on the basis of
“"first-in-time is first-in-right" as under the
appropriation doctrine. Instead, a system of
"priorities" has been established, with domestic
water supply first; consumptive use of fewer than
10,000 gallons per day, second; agricultural
irrigation and processing, third; power production,
fourth; and all other uses, fifth. Appropriators
with a lower priority may be required to curtail
withdrawals for the benefit of higher priority users.

Permits issued for appropriation of water from
streams or lakes are limited in order to maintain and
protect instream uses; withdrawals for consumptive
purposes are not allowed during periods when flows or
water levels are below protected flows or protection
elevations. "Protected flows" or instream flow needs
refer to the amount of water required in a stream to
maintain instream values, such as water-based recrea-
tion, navigation, aesthetics, fish and wildlife, and
water quality.

*Hedia Rieke is the Supervisor of the Water
Allocation Unit, Division of Waters, Minnesota
Department of Natural Resources.

When the law was passed in 1977 allowing for the
establishment of protected flows, the Department was
under considerable pressure to issue permits from
surface water sources (drought 1976-77). Decisions
on establishing protected flows have been made with
less than adequate information regarding the impact
on instream values. Instream flow assessments
arrived at a single value stream flow--a minimum flow
requirement for fishery resource. Such instream
flows were often determined solely from an analysis
of hydrologic records, (low-flow frequency analysis)
providing Tlimited opportunity for negotiation for
fish maintenance and preservation. By 1978, minimum
flows had been established for over 36 Minnesota
rivers.
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In 1980, the Department adopted regulations for water
appropriation. Factors which must be considered when
establishing protected flows were identified. They
are: watershed characteristics, flow regime, river
physical characteristics, aquatic system, riparian
vegetation, water quality, existing fish and wildlife
management, and alternative sources of water supply.
These new requirements placed pressure on instream
use advocates and water managers to identify instream
values, to develop improved data collection and
analytical techniques for determining instream flow
needs, and to provide substantive instream flow input
into the decision making process regarding allocation
of water resources.

Having a strong 1legal framework for protecting
instream flow needs is necessary but not sufficient.
We still have to deal with the problem of determining
how to actually protect aquatic life and make fair
resource allocation decisions. Considerations 1in
developing instream methods that are applicable to
Minnesota are: species diversity; geographic varia-
tions of the biological and hydrologic data; and
extensive recreational resources.

With respect to species diversity, Minnesota contains
several major watersheds whose aquatic species vary
significantly between northern and southern water-
sheds. Some streams, such as the Mississippi,
support a large number of species, many of which are
desirable game species. Objective decision making on
determining the most «critical species is very
important. The use of simulation models may help
decision makers determine the amount of suitable
habitat that will be available for a given flow, the
premise being that water appropriation decisions
should not allow flows which will jeopardize a fish
population. However, even though the simulation
approach is less subjective than others, it is not
without problems with respect to its application to
Minnesota. The complex conditions (i.e., unstable
channels, large bed streams, divided flows) found in
many of the State's rivers may limit application of
simulation models. A significant amount of data on
numerous reaches of the river and the necessary
expertise make the models costly and 1lengthy to
apply.

Besides the problem of making decision methods
developed elsewhere sensitive and applicable to the
variation in conditions found in the State, there are
other problems: problems of minimizing the effect of
emotional interests in the process of establishing
instream flow requirement; problems of defining in
exact and precise terms the decision making criteria;
and problems of adhering to the principles of good
resource management decision making (e,
simplicity) in developing an acceptable method for
allocating water resources.

Indeed the success or failure of establishing
protected flows at a desired level depends upon how
well the need and justification for such flows are
presented to decision makers, affected water users,
and the public interest involved.

What is hard for a decision maker and even harder for
appropriators to believe and recognize 1is the
argument by instream use advocates that failure to
maintain the desired flow will cause the resource to
be adversely affected. If it can be shown that a
reduction of the flow by "x" amount will result in
"y" amount reduction in the resource, it will be
understood and may even be supported. Such an
approach allows the decision-makers to evaluate the
effect of not maintaining the flow for instream uses
at certain levels.

We also need to know when drought conditions occur,
what percentage reduction can be applied to instream
flows for short periods of time without seriously
affecting the resource. As decision makers, we are
used to these considerations when making decisions on
allocation. However, for fishery and recreational
interests, this may mean compromising the resource.

CONCLUSION

Decision making regarding instream flow needs has to
consider complex legal and technical factors. Deci-
sions are made only after considering and comparing
beneficial and adverse effects and laws and regula-
tions that apply to water allocation. Our decisions
can be challenged through the administrative proce-
dures and in courts. We are becoming aware of the
need to base our decisions on sound information and
analysis. Also presentation of arguments on the
recommended flows has to be reasonable, credible and
supported.

If instream flow needs are to be protected and
accepted by water users, we must be able to demon-
strate the need to maintain the flow at certain
levels during various flow conditions, as well as
document the effect of not obtaining those flows. We
also need to be open to short-term compromises when
they will not adversely affect the resource. Let us
not forget the importance of applying the concept of
administrative simplicity in making resource alloca-
tion decisions.

Technical Notes

The Physical Habitat Simulation System
by
Robert T. Milhous

Passage Habitat?

The passage habitat at a given streamflow is deter-
mined by the minimum of the passage habitats in the
individual stream cross sections; consequently, the
individual cross sections have to be considered
instead of the total reach. In order to use this
approach, passage criteria must be developed in terms
of velocities and depths. An approach to determining
the passage habitat is explained in PHABSIM Technical
Note #2.

'PHABSIM Technical Note #2: Calculation of Passage
Habitat, Instream Flow Group, October 1984.

The Divided Flow Approach to Simulating Physical
Habitat in Reaches with Islands?

The physical habitat in a stream with large islands
can be simulated using PHABSIM by treating each
channel in a separate simulation. The total physical
habitat is determined by the sum of the habitat in
the separate channels. If the individual channels
are treated as separate streams, the field work must
be done with that objective in mind. Inasthi's
case, the most important new data needed is the
relationship between the flow in the channel and the
total flow of the stream.

2PHABSIM Technical Note #3: The Simulation of
Physical Habitat in a Reach with Islands, Instream
Flow Group, October 1984.
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IFIM IS AN ISSUE BEFORE FERC
by
Edward F. Lawson*

The suitability of the Instream Flow Incremental
Methodology (IFIM) as a methodology to resolve the
question of minimum flows at the Conowingo Dam
(Project No 405) on the Susquehanna River is now
before the Federal Energy Regulatory Commission
CEERCA

In renewing the license for the Conowingo project, the
FERC ordered the licensees to consult with the inter-
venors (including the States of Pennsylvania and
Maryland and the Susquehanna River Basin Commission)
and agree on a study to determine the appropriate
level of minimum flows. Operation of the dam in a
peaking mode has resulted in dewatering of
substantial areas of habitat, depressed levels of D.O
and caused fish kills. The 1licensees favored a
long-term population based study and would not agree
to conduct an IFIM study as requested by intervenors.
As a result, the issue was set for an adjudicatory
hearing before a FERC Administrative Law Judge.

During the hearing, it became clear that there were a
number of deficiencies with the licensees'
population-based approach. These included: (1) a
lack of baseline data; (2) a failure to specify
predictive models; (3) an inadequate number of low
regimes; (4) excessive duration and costs; and (5)
lack of demonstrated utility for decision-making.
Ken Bovee of the Instream Flow Group (IFG) was the
expert witness on IFIM for the intervenors. His
testimony demonstrated that an IFIM study could be
conducted on a large warm-water river at a reasonable
cost. Moreover, Mr. Bovee demonstrated the
advantages of IFIM in making a decision on minimum
flows including the methodology's ability to:
(1) provide an analysis of the type of habitat
limiting population; (2) determine the effect of a
particular flow on habitat; (3) evaluate the impacts
of high flows; (4) evaluate conflicts among different
species and life stages; and (5) objectively select a
flow for subsequent monitoring.

In spite of the evidentiary record, the Administrative
Law Judge determined that the licensee should conduct
a population-based study. The Judge's principal
concern with IFIM is that the relationship between
habitat and population has not been "persuasively
demonstrated." The biological study approved by the
Judge, however, requires the licensees to study only
two flow regimes and requires each regime to be
studied for only one life cycle.

This initial decision has been appealed to the full
Commission by the intervenors who believe that the
record fully supports IFIM and that the population-
based study approved by the Judge will fail to provide
any basis for determining minimum flows. It should
be noted that the FERC Staff fully supports the use
of IFIM in this case.

* Edward F. Lawson is an attorney in the firm of Koff
and Lawson, Boston, Massachusetts.

Recent Publication*

Striped Bass Paper Available

A paper prepared by Johnie H. Crance*, entitled
"Habitat Suitability Index Models and Instream Flow
Suitability Curves: Inland Stocks of Striped Bass,"
(FWS/0BS-82/10.85) has been submitted for publication
to the Government Printing Office by the U.S. Fish
and Wildlife Service, Western Energy and Land Use
Team. The paper was developed by synthesizing facts,
concepts and opinions obtained from published and
unpublished reports, a Delphi panel of 18 striped
bass experts/authorities, and the Striped Bass
Committee, Southern Division, American Fisheries
Society.

The Suitability Index (SI) curves and the habitat
use/preference information in the paper are poten-
tially useful for stream analyses using the Instream
Flow Incremental Methodology (IFIM) and for water
resource planning and management where striped bass
are a concern.

The paper contains an evaluation form with a request
for reviewers and users of the curves and models to
provide feedback useful for updating and reprinting
the SI curves and habitat suitability information.

Address requests to: U.S. Fish and Wildlife Service
Instream Flow Group, 2627 Redwing Road, Fort Collins,
CO 80526-2899 (Phone 303-226-9318

or: FhS¥323-5 31 &)

*Johnie Crance is a Fishery Biologist, WELUT, IFG.

Legal Institutional Analysis Model
Used in Alaska
by
Leah J. Wilds
Management Analyst, Instream Flow Group

B.L. Lamb and Leah J. Wilds of the Instream Flow
Group's Institutional staff made a recent trip to
Alaska as consultants to Habitat Resources personnel
at the Fish and Wildlife Service, Region 7 in
Anchorage, Alaska. Region 7 was involved in pre-
paring for participation in a State resources
management conflict. For the first time, the
Legal-Institutional Analysis Model (LIAM) was used to
scope a specific resource problem; based on the
results of the model, Region 7 was able to develop an
understanding of the issues and organizations
involved, as well as the political and legal aspects
of iithe “iconflict, Based on this experimental
application of the model, it appears that LIAM does
allow the user to better prepare for participation in
resource-related actions and to develop initial and
alternative negotiation strategies. This is exciting
news for those involved in its development, as well
as for potential users. Region 7 personnel indicate
that the model, with further refinement, will likely
become an important and relevant management tool in
future problem-scoping situations. Training in the
use of the model, as well as negotiation techniques
is provided in IFG 310, "Application of Technical
Information in Decision-Making."




IFG Training

IFG 210 Using the Computer Based Physical Habitat
Simulation System (PHABSIM)
March 25-28, 1985 U. of Washington, Seattle

Instructor: Robert T. Milhous
April 15-19, 1985 Fort Collins, Colorado
Instructor: Ken D. Bovee

Robert T. Milhous

This 40 hour course provides "hands-on" training in
the use of the library of computer programs in the
PHABSIM system. Activities are divided between
morning lecture sessions and supervised afternoon
exercises on the computer. This course is intended
for: 1) persons responsible for processing field data
through PHABSIM system models; 2) project leaders and
others primarily responsible for the field measure-
ments required of a complete stream habitat analysis;
and 3) those responsible for quality control, or
those directly or indirectly responsible for analyz-
ing, interpreting, and defending the results of a
study. Introductory concepts and use of IFIM are not
covered. Materials provided include the wuser's
documentation to the PHABSIM system, a detailed
problem example, and a primer on computer usage. Each
class is limited to 20 students who are divided into
groups to give everyone working experience with the
computer. No prior computer experience is necessary.
Prerequisite: IFG 200. Tuition: Public $450;
Private $550.

IFG 315 Advanced Analytical Techniques in IFIM
Temperature Modeling
January 21-25, 1985 Fort Collins, Colorado
Contact: John Bartholow

This 36 hour course provides "hands-on" training in
the wuse of the instream temperature model. The
Instream Flow and Aquatic Systems Group in cooperation
with the Soil Conservation Service, has developed a
model to predict instream water temperatures for
historical or synthetic hydrological, meterological,
and physical stream geometry conditions. The model
is applicable to any size watershed or river basin.
It incorporates many features including: heat trans-
port - to predict the average daily water temperature
as a function of stream distance; heat flux - to pre-
dict the energy balance between the water and its
surrounding environment; solar - to predict solar
radiation penetrating the water; shade - to predict
the solar radiation-weighted shading due. to both
topographic and riparian vegetation; meteorology
corrections - to predict the changes in air tempera-
ture, relative humidity, and atmospheric pressure as
a function of elevation; regression aids - to smooth
and/or fill missing water temperature data at head-
water and internal validation/calibration locations.
The model can and has been used satisfactorily to
evaluate the impact on instream water temperatures
for the following applications: various reservoir
releases; riparian vegetation; stream withdrawls and
returns. This course is recommended for biologists
and engineers responsible for the analysis of water
systems and evaluation of water management schemes
Class size: 20 maximum. Prerequisite: IFG 215 or

permission. Tuition: Public $450; Private $550.

IFG 310 Application of Technical Information in
Decision Making
Jan. 28-Feb. 1, 1985 Fort Collins, Colorado
Instructor: Berton L. Lamb
Leah J. Wilds

This 32 hour course is designed for those who are
proficient in IFIM, or in the use of HEP in instream
flow analysis and negotiation. Emphasis is given to
the use of the IFG Legal/Institutional Analysis Model
(LIAM) in decision making and negotiations. The
purpose of this course is to train natural resources
professionals in the skills necessary to conduct
effective policy analysis, present data to decision
makers, and negotiate impacts of water development
projects. Offered in alternate years. Registration
limited to 35. No prerequisite. Tuition: Public $300;
Private $400.

IFG 321 Seminar on Hydraulics in IFIM
April 11-12, 1985 Fort Collins, Colorado
Instructor: Robert T. Milhous

This 16 hour seminar provides advanced discussion and
training in the use of hydraulics in the Physical
Habitat Simulation System (PHABSIM) element of the
Instream Flow Incremental Methodology (IFIM). This
seminar 1is being offered for experienced PHABSIM
users who want to discuss and gain experience in
using the many options which have been described in
the Technical Notes available from the Instream Flow
Group. The time allotment will provide 12 hours of
discussion and 4 hours of "hands on" opportunities.
The April 11-12, 1985 seminar will cover the follow-
ing topics: the use of IFG4 with one data set; the
selection of the hydraulic simulation techniques
most appropriate for various PHABSIM applications;
use of IFG4 and WSP together; and the development of
stage-discharge relationships. Class size: 25 maxi-
mum. Prerequisite: IFG 210 or IFG 215. Cost: $100.00.

Course Graduate Comments

Comments from IFG 300, the Water Law Short Course,
November 14-16, Fort Collins, Colorado:

"The speakers were well informed, artic-
ulate and entertaining. The background and
general discussions were quite interesting
and informative. Almost as important was
spending three days with a variety of
people from different states who were
knowledgeable about and interested in the
allocation and regulation of water."

"Good overview of the nature and complexity
of water law. It heightened my sensitivity
to issues and concerns that my agency will
need to address in the near future."
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A Discussion of the Critique of the IFIM

(A Discussion of the Mather, et. al. 1985 Note
in the Canadian Journal of
Fisheries and Aquatic Sciences)

by

The Instream Tlow and Aquatic Systems Group
U.S. Fish and Wildlife Service
Western Energy and Land Use Team
Fort Collins, Colorado
80526
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Discussion of the Mathur, et. al. (1985) Note on IFIM

INTRODUCTION

A recent note in the Canadian Journal of Fisheries and Aquatic Sciences
by Mathur, et. al. (1985) proports to evaluate and criticize the Instream Flow
Incremental Methodology (IFIM) based on assumptions attributed to the
methodology. Using previously published data from Orth and Maughan's (1982)
evaluation of the methodology, Mathur, et. al. (1985) describe how numerous
assumptions of the IFIM were false. However, many of the criticisms misstate
the assumptions of the methodology and narrowly focus upon but one of the
components of IFIM, nam2ly the physical habitat simulation system (PHABSIM).
Consequently, the results of their reanalysis of Orth and Maughan's data are
misl2ading because Mathur, et. al. (1985) failed t> test the assumptions of
the IFIM. The purpose of this memo i3 to describe the context in which these
criticisms were made, to clarify the actual assumptions of the methodology and
document support for these assumptions.

BACKGROUND

The authors of this critique are all, one way or another, working under
contract for the Philadelphia Electric Company, currently involved in a
relicensing of the Conowiago Dam on the Susquehanna River before the Federal
Energy Regulatory Commission. Several meetings and hearings wer:s held before
an administrative law judge at TERC, during the summer and autumn of 1983
regardiag the type of instream flow study to be used t> determine ralease
schedules below the dam. The consultants for the applicants proposed an
empirical study, setting an "experimental minimum release below the dam for a
period of four years and comparing the response of the fish community with
baseline population data. The intervenors in the case (FWS, Pennsvlvania Fish
Commission, Maryland Department of Natural Resources, and the Susquehanna
River Basin Commission) objected to the applicant's study plan on several
counts and proposed the use of IFIM as an alternative to the empirical study.
Among the objections to the empirical study was a poorly defined and
potantially biased baseline (dats tsken from a fish trap that was accessible
to the fish only during low release periods), a severely constrained
experimental design (only one or two low flow releases werz proposed; the
effects of nigh flows and hydropeaking operations were ignored), an
insufficient monitoring period (intervenors felt that the time period should
include at least one, and preferably two complete life cycles), and the
problems of obtaining an accurate population’estimats in a river the size of
the Susquehanna (the possibility that the independent variable of the
experiment is unmeasurable). The applicant's statad objection to the use of
UFIM was that the decision variable for most applications is usable habitat,
mot numbers of fish. Their primary contention was that habitat is a poor
surrogat2 for population size and biomass.

The beginning of this controversy over IFIM actually goes back to about
1978, when the Susquehanna River Basin Commission attempted to conduct an
dmstream flow study on the Susquehanna below Conowingo. At that time, the
IFIM consisted exclusively of the Physical Habitat Simulation System, which
was in an early developmental stage. The need to analyze such things as watar
supply, watar quality and temperature, and food rzsources were recognized, but
mo described mechanisms wers in place to do so. Additionally, the IFG had
Telatively little experience in working on very largze rivers, such as the
Susquehanna, so the SRBC received minimal technical suppor:t. To confound

1




these problems, the species criteria database for 1mportant fishes 1n the
Susquehanaa River was essentially nonexistant. Consequently, the first
application of the IFIM on the Susquehanna was hardly a rousing success. By
today's standards of application, one would have to describe the study as
poorly planned and executed, although at the time, it was probably the best
anyone could have done. The important historical aspect is that the first
exposure the applicant and consultants had with the PHABSIM was discouraging.
In fact, it may have appeared that the IFIM was only a weapon used agalnst
them to justify an increased flow below Conowingo (unfortunately a perception
with considerable supporting evidence). Therafore, it seems that in its
"maiden voyag=" on the Susquehanna, the IFIM was viewed by both sides, not as
a tool, but as a weapon. ONur perception 1s that, to a large degree, this
attitude (by both sides) persists today. The modern version of IFIM has aever
really been given a rational and objective chance, nor has its potential as a
problem solving tool been fully explored. (Part of the controversy revolves
around the "political' question of whether a problem even exists in the
Susquehanna fishery).

During the initial hearings on Conowingo, two professional critiques of
the IFIM, similar to the one now appearing in the Canadian Journal, were
prepar2ad. The first appeared in the Watazr Resources Bullarin (Mathur, et. al.
1983), criticizing a study on red shiners, published by Orth and Maughan
(1981). 1In responsa, Orth and Maughan (1983) objecz:zed to the dats
manipulations performed by Mathur, et. al. (1983) in their reanalysis of the
orivinalttdaca. Orth¥and Maughan stacs that ‘Machur, et.. al., “apparantly
misunderstood the assumption (of the relationship between habitat ind standiag
crop), since they tested the rezlation between standing crop per uni: weilghted
usable arza and weighted usablz ar2a." In this comment, Orth and Maughan
identified a significant scientific error.

A second critique was submitted for publication to the American
Fisheries Sociaty in 1983, this time discussing the Orth and Maughan (1982)
study of Glover Creek. This critique was nearly identical to the one now
appearing in the Canadian Journal of Fisheries and Aquatic Sciences. The 1983
article was rejected by the AFS, but was apparantly repackaged and submitted
to the Canadian Journal, where it was published in 1985. Orth and Maughan
have submitted a response to the Canadian article, again stating that Mathur,
et. al. (1985) have misunderstood the assumptions of the IFIM and hava
incorrectly manipulated the data to> support their arguments.

It should be noted that the Conowingo case i35 currently under appeal
(the administrative law judge initially ruled in favor of the empirical
study). These facts should be born in mind by the reader: the contex:t »f the
Mather 2t. al critiques is probably more adversarial than academic; the
applicant (and its representatives) probably felt that they were being
manipulatad in their first experience with IFIM; and the focus of the
criticism is still at the level of the 1978 technology, regardless of
stat2ments to the contrary in the critique. It is also impor:zant to recognize
that some of the criticisms do not address the technical underpinnings of IFIM
at all. Rather the critiques discuss the way that IFIM studies are planned
and executed, and the way that '"validation studies'" have been conductzd.
Again, the critics' opinions of the merhodology may have been biased by their
initial experience in 1978, and their criticisms of Ortn and Maughan's work
reinforce their attention to criticisms of 1978 technology. Although Mathur,
et. al. (1985) cite recent matarials published by IFG, their arguments do not
reflect a knowledge of approaches described in these documents. In addition,
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no evidence suggests that they have conducted an instream flow study using
IFIM, nor have they conducted any original research on this subject.

4 DISCUSSION OF THE CRITIQUE

Misconception Number One - IFIM is Svnonvmous with the Phvsical Habitat
Simulation Svstem

In their opening comments, Mathur, et. al. (1985) describe the IFIM as a
standard analytical technique for recommending flows for a stream but proceed
to describe and discuss only the PHABSIM components. The methodology actually
encompasses much more than this. Although the methodoloy 1is often used for
recommendiag flows in streams, its broader application 1s in evaluating
various wat2r and habitat management alternatives. This distinction might
seem trivial, but the purpose of the methodology 1s to describe existing
habitat conditions, compar2 them with conditions that would exist with various
water project design alternatives, and evaluatz different management options
(Olive and Lamb 1984). 1t is not to predict fish production, as Mathur, et.
al. (1985) strongly imply. The effective habitat component of the metiodology
has pot2ntial for evaluating fish production, butr 2nvironmentally sound watar
management decisions can {and, in most cases, must) be made from habitat
analysis. 1f the analvst has done a good job of study design and
implementation of alteranative analysis, it is a very zood decision making
tool. The capability to estimatz cnanges in a fish population resulting from
chanzes in a stream's carrying capacity, based on physical/cnemical
altarations in habirat, is a very desirable goal and should be the focus of
future research. A much gra2atar effort by the research communi:zy in this ar=a
is predicted over the nex: decade (Trihey and Stalnaker 1985).

The theoretical description of the Physical Habitat Simulation System
(PHABSIM) given by Mathur, et. al. (1985) is fairly accurats, but is
misleading when discussed as being synonymous with IFIM. The reader of their
article is given the imprassion that the IFIM consists primarily of PHABSIM.
Such & conclusion could not be supported based on IFG publications dat2d after
1980. Although this microhabitat component model is intagral to IFIM, it is
only 3 small piece of the overall analytical framework provided by the
methodology.

Misconception Number Two - Interactions Among Habitat Variables are Not
Considered in IFIM

The authors cite only one of four possible algorithms for the

calculation of weighted usable aresa in PHABSIM:

WUA(1)= G (8 A (1Y)
where C(i) is a composite suitability function for each small cell (i), and
A(i) is the surface arza of each cell, and C(i)= £f(v ) x £(d ) x f(s), f(v )=a
suitability weighting factor for the velocity in cell i, f(d )= a suitability
weighting factor for the depth in cell i, and f(s )= a suitability weighting
factor for the substrate and/or cover in cell i. There are three other
options within the PHABSIM system by which C(i) can be calculated. These are
discussed in Bovee 1982. The first is to take the geometric mean of the three
weighting factors:

Ela) =BG (v) x £ (d)l x fc))xk 3353
The second approach is to use the smallest value of any of the weighting
factors as C(i). The third is an option which allows the user to describe
C(i) as an equation, usually in the form of a multivariate exponential




polynomial, that 2ncompasses the breadth of a probabalistic analysis of
species behavior when such detail 1is available.

In the early stages of development of PHABSIM, the suitability index
curves used to computes C(i) were incorrectly equatad with probability
functions. Mathur, et. al. (1985) are correct in their assertion that these
are really weighting factors, and not univariate probabilities. They further
stat> that :alculation of 3 joint probability function by zultiplication of
the univariate preference factors is valid only when probabilities are
statistically independent. The concept of independence among variables 1s one
that Yhas creatzd a great deal of confusion for many people. The problem 18
that there are often correlations between two or more variables in the streams
under study. Furthermore, fish may select microhabitat sites on the basis of
interactive behavior; that is, the range of one variable used by the fish 1s
conditioned by another variablz. Where many people are confused 1s by
misinterpreting a correlation between physical variables, particularly depth
and velocity, and attributing the physical int2raction as being imporiant to
fish behavior. 4n example of biologically induced intzractive behavior 1is
exemplified by species which use shallow watar in the presence of overhead
cover and deep wat2r in the absence of overhead cover. Another example 1s the
use of a mulsitude of substrate types in slow watar, but only large substrat=
types in fast watar. Such types of interactive benavior are routinely
incorporata2d in PHABSIM analyses.

Corr=lations between depth and velocity arz sometimes apparznf in the
data bases used to construct nabitat suizability cricteria. However, these
corrzlations havs a physical basis and not a3 biologiczal one; they appear 1n
the data base only as an artifact of the stream in wnich the fish were
observed. The cross-product berween depth and velocity 1is meanlﬁgkess golthe
fish. Such corrazlations occur es a rasult of developing the criteria data
base in a hydraulically simple channel, a practise that is strongly
discouraged, but happens nonetheless. Such corrzlations are not apparznt when
data bases are developed in streams with a high diversity of nabitats. 1In
fact, when developiag multivariate preference functions (i.e., corrzcting
habitat utilization probability density functions by dividing by habitat
availability probability demsity functions), we have repeat:dly found that the
interactive terms berween depth and velocity cancel each other out (Voos
1980). The evidence is fairly strong that fish sel2ct their preferred depths
and velocities independently and not on the basis of :the interactions between
the two variables. F¥ish select velocities on the basis of how fast the wats=r
is moving, not by how deep it is. Strong cover or substratz preferences for
certain life stages of fishes can alter selection of velocities and depths and
are handled by "conditional™ criteria. The criticism does illustrats the need
for wore attention to be paid to the development of compr2hensive study plans
for criteria research studies.

Misconception Number Three - Suitabilitv Index Criteria are Meant to Reflect
Actual Probabilities of Fish Occurrence

Mathur, et. al. (1985) also criticize PHABSIM for the use of normalized
suitability indexes, rather than actual probabilities. The maia reason that
the functions are normalized is because the function of PHABSIM is to describe
suitability by calculating the amount (i.e., surface area throughout 3 stiream
segment) of usable microhabitat at 3 given discharge. 1f an area of stream 1s
completely satisfactory to a species, as microhabitat, then the entire area
should be counted. This is possible only if the maximum index value
describing the suitability is unity. An arza of suitable habitat Joes aot
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become less suizable simply because there is only a 30% chance of findiag a
fish under optimal conditions.

One of the comments in Mathur, et. al. (1985) regarding the use of
normalized vs. probabilistic suitability indexes was that the calculatad
weighted usable area for one species or life stage is not equivalent to that
for another, 1in terms of the number of fish they will respectively support.
This 1s true, but tn 992 of the applications of the IFIM to wat:r management
decisionmaking, this argzument is irrelevant. Alternatives are evaluated 1in
IFIM by developing a baseline of :otal usabi= habitat for each life stage.
The habitat baseline is determined from several habitat vs. discharge
functions (depending on monthly or seasonal shifts due to different
microhabitat utilization, wat2r quality, temperature, or other fac:tors) and a
baseline streamflow time series. Alternative flow rz2gimes are then evaluat:d
by changing the discharge time series, and developing a new habitat time
series, using the same habitat-discharge functions. The goal of this
analytical procedure is to minimize habitat losses for those life stages and
species known or considered to be most important. Thus, a wat:r management
scenario that increased the habitat for adul: smallmouth bass by 10% and for
adult carp by 30%1 would be better than one that reduced bass habitat Sy 25%
and iicreased carp habitat by 50%, regardless of how many carp or bass could
be produced under the second alternative. The point is that in applications
of the IFIM, the habitat time sa2ries for a life stage or species is comparzd
with other time series, simulatad for various watar management scenarios, for
the same life stages and species. Thne ability to conduct experiments by
gaming with the system allows the investigator to determine how much
manipulation of :the flow ragime can be allowed without rzducing the amount
suizable habitat below baseline conditions, or to quantify such reductions
under different operating regimes. The decision to favor one species over
another is strictly a managemen:t decision.

However, it sometimes becomes necessary to evaluatz the habitat of one
life stage vs. another for the same species. This problem has not been as
common as we thought it would be; the same flow events oftzn have the same
effect on all the life stages. Techniques ars presented in Bovee (1982) that
assist the user in determining which life stages and habitat 2vents ars most
important to protect, if differential habitat changes ars pradicted under a
proposed management scheme.

Misconception Number Four - Fish Population and Habizat Should be Correlated
at All Times

The habitat time series is central to both the application and
validation of the IFIM. Because of the dynamic hydrologic character of
rivers, the habitat for fish and macroinvertebratzss is likewise very dynamic.
This is oftezn a difficult zoncept for biologists who have worked in ponds and
lakes their 2ntire lives to comprehend. 1In a river, the amount of habitat
expands- and contracts monthly, daily, and sometimes hourly. It is during
those periods when usable habitat for a species reach their minima that the
population is at its greatast density and individuals experience the greatast
amount of stress. It seems odd that biologists who acknowledge that growth,
recruitment, and mortality ars density dependent factors, might have
difficulzy in accepting the fact thar usable living space controls density in
streaws. This constraint on usablz space is not continuous. 1In some
drainages, it occurs during summer low flow months when limitasd pnysical
space and deteriorating water quality conditions occur. 1In other strzams,
occurs during high flow events associatad with floods or hydropeaking
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operations. At other times during the year, there mav he excess habitat
available to the fish population if one or more life stages were limited by an
episode of low habitat.

The concept of limiting habitat 2pisodes, therefore, should be the f
of '"validation studi2s" concerning IFIM. The assumption inherant with use of
the IFIM is that the biomass of a species, (or a guiid of species having
similar habitat requir2ments), in the absence of fishing mortality or
stocking, can be positively corrzlated to the limiting habitat events for one
or moreiloffthe l1felistagesi e Mathur Met.iial: (1985 srate , 'Tthe 'basic
foundation of IFIM...assumes a positive linear relationship between WUA and
standing stock of fish..." Although these two statezments appear Lo be guits

"similar, there are major fundamental differences that we believe have led to
the authors' conclusions that WUA is unrelatad with biomass. Adherance to the
assumption as statad by Mathur, et. al. (1985) would require that the amount
of suitable microhabitat be instantaneously correlat2d to biomass at all
times in order for the IFIM to be "valid." This would cause no problem to
researchers 1f fish populations could rebound as rapidly as habizat :zan
increase following a limiting habitat =vent. Without an examination of
historical nhabitat 2vents expressed as a habitat time series, studi2s of
single point measurements of habitat and biomass, made simultaneously, can be
very misleading.

The confoundiag problem is that the limiting habitat =pisode can be of
relatively short duration and may have occurrad several months or vears before
the biomass astimats is made. The presently measured nabitat, therzfore,
would have little relationship to pra2sent biomass. Our experience suggests
that the likelihood of any population being measured at the time that the
habitar '1s most limiting 't5 that popularion) fisifaizl virdmotac Simulationtor
back calculation of habitat events (historical habitat time series), vear
class strength, and growth are all important precursors to any validation
study.

The study conducted by Orth and Maughan (1982) is used by Mathur, et.
al. (1985) to demonstrarz the lack of correlation between WUA and biomass.
The original study was cenducted in a small Oklanoma stream during 1978 and
1979 and examined the microhabitat component of IFIM only. Habitat areas for
four species of fish were measurad quarterly in two pools and two riffles,
over the two yz2ars of the study. Population and biomass es:timat=s for each
species were made at approximatzly the same time of the vear as the habitat
measurements at 2ach of the study sites. Habitat events during intervening
times and for previous years were not simulated. Nonetheless, Orth and
Maughan (1982) found significant correlations between WUA and biomass during
the summer low flow period for orangethroat darter, the freckled madtom, and
the central stoneroller. They concluded that the evidence supported the
hypothesis that 3 limiting habitat 2pisode limitad the abundance of these
species. Mathur, et. al. (1985) found no such relationship because they
pooled all nabitat” 2vents for all time periods. Since such an analysis does
not t2st the hypothesis of a limiting habitat 2vent, and includes periods of
excess habitat, no corrzlation with poola2d data can be expected.

One of the more interesting aspects of the Oklanoma study, however, is
the relationship between the quarterly '"snapshots'" of the habitat (small
samples within an historic habitat time saries) and the sampled smallmouth
bass population. Orth and Maughan (1982) plottad quarterly microhabitat per
unit surface area (essentially an average composite suitability index) and
biomass per hectare estimatas for adult smallmouth bass, and found no
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significant correlation for any one time period. From examinazion of the
summer Jata for smallmouth bass (Figure 1), it is obvious that the four data
poiats for 1978 lie almost on a straight line (r=0.997, p<0.005). No such
relationship is apparent for the same time period during 1979. The maximum
biomass measured during the summer of 1979 is less than 25 of the maximum
biomass measured during the summer of 1978. This phenomenon suggests that
some significant habitat =2vent, possibly unmeasured, occurred between the 1978

and 1979 measurements.
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Figure 1. Relationship between WUA (as a percent of surface area) and
adult smalimouth bass biomass in Glover Creek, Oklahoma, during the
summers of 1978 and 1979. From Orth and Maugnan (1982).




Examination of U.S. Geological Survey streamflow records revealed that
the streamflow in Glover Creek dropped from 35 cubic feet per second at the
beginning of July to O cfs by the end of July in 1978. Streamflow did not
resume for a period of four months. It is impossible to reconstruct exactly
what “appened during the one vear period between Julv 1978 and Julwv, 1979.

However, gaging records suggest that the streamflow was dJropping significantily
"

when Orth and Maughan collected their summer 1978 dats. t 1s possibla that
some smallmouth bass moved out of the less suiltable areas during this time
period and found refuge in the two pools used as study sites. This
hypothesis, unfortunat2ly, can not be tested, because of the small slzevofsthe
study sites measured; neither can the habitat dynamics of the stream 1tself be
reconstructad from Orth and Maugnan's data. 1f the pools were at carrying
capacity, and the habitat arza ra2duced to an absolute minimum, a hizn
corrz=lation between simultaneously measured habitat and biomass would be
expected, and may explain the 1978 results. However, once in the pools, the
fish wera trapped for at l=ast four months.

During this period, they could have been subjected t> higher than normal
predation, they could have been exposed to increased, or more :fifective
fishing pressure, they could have deplzted the food supply in the pools, or
the food supply in unmeasurad parts of the stream mav have been deplated due
to habirat losses for food organisms. Regardless, 1t 1s apparant that Oy the
winter and spring of 1979, very few smallmouth bass were lef:f in the stream
reach. A nearly ideneical situation is descrived for a small stream 1in
Illinois (Larimore, et.gali. 1959). SLarimore, #er. ialidfnoted thati ithe
smallmouth bass population in the stream they studied, remaized deprzssed for
an entire vear following the same type of limiting habitat pnenomenon.

Mathur, 2t. al. (1985) have interpreted the smallwmouth bass rzsul:is from
Orth and Maughan (1982) as evidence that the concepts underlying the IFIM are
invalid for warmwater fisheries. However, they lumped all the data from all
seasons into one regression; this 1s scientifically unsound and does not tast
the methodology. The actual habitat djynamics in Glover Clreek are not well
enough defined by the Orth and Maughan (1982) study to definitively test the
limiting habitat zoncept. This is unfortunats, but zertainly not the fault of
Ortn and Maughan. 1f they could have foreseen that 3 mejor drought would
occur in the middle of their study, perhaps they could have designed thelir
study differently. 1In the cont2xt of the habitat time series and the concept
of limiting habitat 2vents, we believe that the events occurring in Glover
Creek during the 1978-1979 time period do not support the conclusions of
Mathur, er. al. (1985), and in fact, support the concepts of the IFINM.

Time lagged corrzlations between a limiting habitat event and the
observed year class strength or biomass of adult fish are probably guits
common. Such analyses are mor2 appropriate as the basis for '"validation
studi2s" than are instantaneous habitat and biomass measurements made at the
time the adult life stage is limited by some predetarmined, regularly .
occurring habitat minima. We suspect that it may be gquite common > find that
the adult biomass measured in one year is corrzlated with the amount of
spawning habitat or fry habitat that was available several months or years
earlier. 4n excellent 2xample of such time lagged correlations have been
found by Nehring and Anderson (1985). Similar phenomena have beea documented
by Loar, et. al. (1985) and by Gowen (1984).




EOMMENTARY ON THE CRITIOUE

+ 2 aVLUL

As mentioned 1in the '"Background' section, it 1s impor:zant to consider
the context in which the Mathur et. al criticisms of the IFIM were made. The
IFG welcomes constructive criticism because 1t invariablz leads to
advancements 10 the stat2 of the art and improvements to the tools we develop.
However, 1t has been our experience that zonstructive criticism can only be
made after the researcher lhas developed his or her own background i1 using
IFIM. The most vociferous, and usually nonconstructive criticisms nearly
always come from those who have little or no working knowledge of the
methodology. 1In short, the more peoplz work with IFIM, the more readily they
accept it as a decisionmaking tool. "We have also noticed that first
impr2ssions are extremely 1lmporzant. 1f a user or project proponent has a
satisfactory experience after their first application of the methodology, they
are usually quite willing to use it again. However, if their first encounter
with IFIM has the appearance of being manipulative, if the study design is
faulty, or if there are other undesirzable aspects to study implementation,
they will not likely accept the methodology from that poiat >n.

It should also be recognized that as long as agency biologists ar=
effective in quantifying project impacts and in influencing watar management
decisions, the methods they use will always be criticized. One of the primary
reasons that the IFIM has drawn so much artention is that it has nelped agency
biologists to increase their zffectiveness in the water manag=ment arena.
Criticisms of :the IFIM can be divided int> several categories:

l. Criticisms of the theory and assumptions of the methodologvy;

2. Criticisms of the output variables and interpretations, thereof;

3. Criticisms of study design and impla=mentation; and,

4. Criticisms of-supporting rasearch and the state of :the art.

Many of the critiques of the IFIM do not wmake this distinction and are quite
indiscriminat2 of the basis of their evaluations. For example, Li (1985)
objects to the flow recommendations obtained using ITIM because they "of:2n
exceed the natural water supply of the stream." This is impossible if the
IFIM is corrzctly used and interpreted. Li's complaint is not germane to the
IFIM, but to the way that some users choose to interpr2t one component.
Shirvell (1985; in preparation) suggests that cover is not routinely used in
PHABSIM analyses. While this night be true, in some cases, the fact is that
cover analysis has been incorporatazd in PHABSIM softwarz, and taught in IFG
courses for at l2ast five years. 1f users choose not t> use cover in their
analysis, the IFIM can hardly be held as the rzason.

Most of the criticisms in the Mathur, et. al. (1985) article arz either
trivial or baseless. Their objection to the use of univariate weighting
factors instead of multivariats probability functions is irrelevant. HiTst,
we have developed dozens of multivariatzs probability density functions at IFG
over the past few years. 1In virtually every analysis, the cross-product term
between depth and velocity (as found in the habitat utilizazion function) is
cancelled out when the function is corrected for habitat availability. 1In
short, the evidence is fairly conclusive that physical interactions between
depth and velocity are meaningless to the fish. Orth and Maughan (1982) did
not make this corraction, so arguments about IFIM validity based on their
study ares groundla2ss. The capability to evaluat: biologically important
interactions, such as the selection of certain deptns as a function of cover
type, or valocities based on subsrtratz size, has been available in the PHABSIM
component >f IFIM since 198]1. TFurthermore, should it be determined from
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empirical data that 3 biologically i1mporzant 1interaction between hydraulic
variables does exist, an option within the PHABSIM program allows the use of
multivariate suitability function iastead of univariate curves. Most peopl=
do not use this option because it i1s more difficult than using curves, and
research to dat2 suggests that it adds little to the precision or quality of
the habitat time series output.

Mathur, et. al. (1985) criticize the IFIM on the basis that the output
variable is usable habitat, and not pounds of fish. They use the results of
the Orth and Maughan (1982) study to demonstrate that there is no relationship
between WUA and biomass, even though the original authors concluded otherwise.
The fundamental problem with the Mathur, et. al. (1985) resanalysis of :he
PHABSIMi data 1s that they'did not tast the limiting habitat concept ofl the
IFIM. It is precisely on these zrounds that Orth and Maughan have objected
to the misuse of their data by Mathur, et. al. (responding to the three
aforementioned critiques). The reanalysis of the Glover Creek data as
presented by Mathur, et. al. (1985) is without wmerit, and emphasizes their
fundamental lack of understanding regarding the IFIM. We believe that the
Glover Creek data, and the evidence of & major habitat limitation during that
study,! support the concepts of che IFIM rather than reftite them.  Furthermor=,
it seems that Mathur, et. al. (1983,1985) are not zont2nt td interpret data as
they ar2 collected by the authors. Their persistence in manipulating dara t>
support their own arguments is becoming too commonplace td be considerad
accidentall.’ *Therzs lisicertaialsinothingivrong withiibmingingiia newiavidence,,
or in reviewing or 1lnterpreting data by different approaches, but wnen
original iats are reformatted and manipulatad without stating the reason for
the change or the new hypothesis being tested, the resulis and conclusions can
be extremely mnisleading.

General Commentary on IFIM as a Decision Making Tool for FWS Personnel

There are several aspects regarding the use of habitat as an output
variable that should be explored. TFirst, the contention by Mathur, et. al.
(1985), that habitat is unrzlatad to biomass has been found t> be false so
oftan that the statzment hardly bears repeating. However, it must also be
stat2d that habitat is not limiting at all times in streams. The mosz basic
premise in applving the IFIM is to first search for limiting habitat 2vents
through historical bYaseline habitat time series simulations, and secondly to
prevent habitat reductions during the mos:t :ritical time periods for the life
stage Or organism mos: severely limiting the population. The more an
investigator knows about the population dynamics and limiting factors of a
population, the better the critical habitar limitation can be defined. The
less one knows about the population, the more conservative he or she must be
in protecting the habitat fpr all life stages or organisms in a stream.
However, the most conservative estimat2 of habitat requirezments using IFIM
still acknowledges periods of unused habitat and wat2r. The maximum instream
flow recommendation that would be obtained with IFIM typically leaves 50% or
more of the watar available for development. :

While it has been repeat2dly shown that habitat limitations can control
population sizes of fish in streams (both cold ané¢ warmwater), it is true that
biomass predictions cannot be made with IFIM in its current configuration
without intensive population sampling and population modeling. We feal that
such pradictions can be made with the inclusion of IFIM as a driving model for
a population model. However, we question both the need and the wisdom in
doing so in most applications. The development of a habitat driven population
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model 1s not terribly difficult. However, the data required to implement such
a model would increase the time and cost (alrzady considered to be high bv
many users) by at least an order of magnitude over conventional IFIM analyses.
The second consideration 1s whether predictions of biomass are in the best
interest of overall environmental protection. We suspect that many developers
would like to subject instream flows for fisheries to a cost/benefit analysis
with power production or other wat2r development. Wwe occassionally hear

statements like, "Well, 1f vou can tell me how manv fish you'll lose, we
fill up a tank truck full of them and hand them out to the fishermen."

attitude is hardly in the spirit of environmental protection and mitigat

but dnfortiunataly) 1s . quite prevalent. | 1t.1s especially noticeabisiiin
relicensing of hvdroelectric projezts, wnere a power plant >r diversion has
been in place, drainiag the river dry for the past 50 years. Developers are
quick to argue that 1t will cost them millions of dollars to produce thousands
of dollars worth of fish. They neglect to mention that they have been maiing
money for 30 to 50 years, using a public resource at no cost to themselves.
In short, we feel that habitat analysis provides a better overall level of
protection than basing decisions on changes in bilomass. Such a change 1in
decision variables would 2l2vat2 the decilsion process £o a strict economic
analysis which would probadbly be much morz prone to manipulation and error
than the present system.

Machoriteremalec i E9BSHE Nave "alivaliidiipol at! 1ndithat ithe WIS IMihas#not ibeen
tested as thoroughly 1in warmwatar streams as in coldwat streams.: ‘The onls
other 'validation' study wve are awar2 of in warmwatsr str was one
conducted by Ecological Analysts under contract to the Fish and Wildlife
Service. This study was conducted at 12 sites in two Peansvlvania streams,in
a very similar fashion to the Orth and Maughan study. The rock bass was
selected as the target species because it is reporz2dly amuch lass migratory
than the smallmouth (Gerking 1954), and was thought to be less subject to
fishing pressure. Therefore, it was reasoned that the rock bass population
would be a berter integrator of environmental conditions measured at 2 given
location. A complete habitat time series could not be developed for all the
sites, because of a lack of gaging stations near all the locations. Due t> a
limited budget, the popularion could not be monitored over a perivd of w=ars.
Despite these limitations, the correlation berween summer iow flow WUA and
summer adult rock bass population was r= 0.74 (p<0.005). The corr=lation
between summer low flow WUA and adult biomass was r=0.86 (p<0.005). It is
interesting to note that it is fairly common t> obtain a better corralation
between habitat and biomass than between habitat and population. Apparzntly,
where there is better and mor2 abundant habitat, there arz not only morz £fish,
but they also grow better. Llong term '"time-lagged" validation studiss have
only been completed on trout streams td> datz. Such studies have not been
conducted on large, warawat2r systems. One factor that might help this
situation would be to> use IFIM to develop a wat:r management plan, then
conduct follow-up studies of the. fish population to see if the response to the
new flow regime agrees with the conclusion made with IFIM from the habi:tat
simulations. Such follow-up studies, although they might be relatively
expensive, would provide the kind of insight needed to determine the
"validity" of IFIM. Furthermor2, they would provide the information needed to
improve IFIM concepts, should the measured results differ significantly from
those predicted. Until several such studizs arz completed, continued
criticisms can be expected.




The design and implementation of instream flow studies, especially those

using the IFIM, has been a growing concern of the Instream Flow Group for
several years. The IFG 200 course was specifically desizned to orient new
users to the capabilities and components of the IFIM, as well as to describe
altsrnative technoiogies. Unfortunatzly, many current isers began conducting
instream flow studi2s with IFIM many vears ago, or have not participated 1in
the (FIM training. Recently initiated studies, where all parties collectively
lay out the study plan, have shown that IFIM users have benefitted greatly
from taking IFG 200. It is extremely important to start off on the right
foot, especially when dealing with someone to whom instream flow is an alien
concept.

For example, suppose an IFIM analysis is started by selecting largemouth
bass as the target species, and in the study design 1t 1s decided that no
consideration is given to food supply or watar guality. Because the
largemouth is a lacustrine species, it will show a strong preference for zero
velocity watar. This will tend t> skew the WJA versus discharge curve over
towari zero flow. What the model is saying is that if largemouth bass prefer
pondlike conditions, and at zero flow the river turms into a series of ponds,
the best phvsical conditions will occur at zero flow. 1f, at that time, the
investigat>r Jecides that watar quality, temperatare, or food supply would
detarivrat: at zero:flowk thusiadverselytafifecning the bass,iit maypsdelitoo
lat> to insert these characteristics into the model. 1t would be too lat:
because data have alreadv deen collacted and much of the decision time p=riod
expended. Furtherwmore, the project propoment might view such a move as
changiag the rules of the game in mid-course (a view that Je probably agree
with). This example illus:trata2s the kind of problea that :tan arise when
studies are initiatad without a comprehensive planning process. ‘YUnless watar
quality, temperature, food supply or other macrohabitat factors can Dde
catagorically omitted from an IFIM study, they should be incorporat=d at the
outset. 1t is better to study temperature, and find out that it is not a
problem, than to ignore it until the first results come ia, and then try to
redesign the stody. The same concept holds for all IFIM components.

Project developers should also be made awarz that there are other
methods that zan be used to develop iastream flow r2commendations, and that
these are universally more conservative (i.e., recommend more discharge) than
the IFIM. The highest flow rzcommendation one could make using the ITIM woulid
be the median monthly flows. 1If anvone makes a higher recommendation by
taking the peak of the WUA versus discharge function, they are not using
They might be using some of the component models, but instream flow
recommendations :that =2xceed the natural watar supply, violate one of the
fundamental principles of the methodology.

If an alternative methodology is chosen instead of the IFIM, it is
important that the pracepts of -hose methods be followed as closely as those
of the IFIM. For example, some investigators have used a wetted perimetar
approach in lieu of the IFIM. However, transects were averaged throughout a
study site set up as a ra2presentative reach, such as one would establish for a
PHABSIM study. This constitutes a misapplication of the method because the
werted perimeter method is based on a ctritical transect concept. To apply the
wetted perimersr method corrzectly, the user should search out the wides:,
shallowest cross section, and develop the wettad perimer2r versus discharge
function at tha:t single critical poiat. Failure to do so would invalidate the
application.




Conclusions

vne

There are several points to consider with respect to critiques of
IFIM, such as those 2xpounded by Mathur, et. al. (1983,1985). Firsti these
criticisms appear to be self-serving, rather than constuctive academic
critiques. This perception is substantist=d by the authors' continued

manipulations of other researchers' data and their tendency to miestata the
hypotheses and assumptions of the IFIM. Such misstatements cannot be
attributed to ignorance, because the underlying principies and assumptions of
IFIM were explained in testimony at an FERC hearing in 1983, in the presence
of the authors. The submission darz of :the critique in the Canadian Journal
was in July of 1984, fully eight months af:ar the hearing. Since the
priaciples and assumptions of the methodology were known to the authors well
in advance of the submission of their zritique, their article which misstatss
the assumptions of IFIM can only be suspect.

Second, the results of the Orth and Maughan study (1982) and events
surroundiag that study, plus the rock bass study 1in Pennsylvania, and numerous
studi2s in cold wat=r streams support the concept of habitat-limited
populations. These studies have demonstratsd several phenomena:

1. That the TFIM can accuratzly reproduce the quality and quantity of
habitat available over time;

2. That habitat limitations can and do limit fish populations and
biomass;

3. That these habizat limitations ars of limited duration, and do not
affect the same life stages, species, and food organisms the same way;

4. That thers is typically an excess supply of habizat juring portions
of the year in natural streams;

5. That corrzlations between habitat and biomass must be "time lagged"
to the habitat 2vent or events that =stablished year class strength; and,

6. That IFIM is not omniscient. Failures to obtain correlations
between habitat and biomass arz more of:en the result of the design and
implementation of the '"validation study" (and usually the consequence of not
identifying the limitad life stage or the limiting event) than a talilibaility
in the logic of the IFIM. 1If the investigator does not test for a limiting
habitat type or 2vent, or t2sts for the wrong one, failure to find a
corr2lation does not invalidates the IFIM.

Third, projezt applicants shouli be made aware that the IFIM is not
their only choice in terms of instream flow methodologizs. They should also
be made aware that 3ll other methods, if correctly applied, have been fnund to
be more conservative in their estimatss of instream flow ra2quirzments than the
IFIM. Furthermore, altarnative methods should be required to undergo the same
int2nse scrutimy as the IFIM has undergone over the past eight years. For
example, the empirical study proposed for the Susquehanna might, with several
impor:zant modifications, prove to be a scientifically acceptable study.
However, the study could cost the applicant as much as $6 to $12 million, and
will test only one or two minimum flow releases. The effects of hizh flows
and hydropeaking operations will not be tested, at all. The IFIM can be used
to test mor2 flow regimes in a month than could be tested empirically in a
cantury, and at a3 fraction of the cos:.

Finally, the IFIM is a complex, interconnected system of proceduras.
This is an inevitable conseguence of trying to predict the dynamics of a
complizatad environment. It is also the result of the IFG responding to
suggested improvements and constructive criticisms. Unfortunately, as the
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methodology is used more and more in warmwater svstems, this complexity 1s

expected to increase (for exampls, a conceptual habitat model incorporating
interspecific competition already exists, but has not been developed as an
operational model, yet). The IFG is concerned about this increasing
complexity, not from a development standpoint, but from an operational »ne.

It requirss a committwent by the user community to xeep abreast of the state
of the art. Many of the criticisms levelled at the IFIM should more
app-opriata2ly be directed at the study plan and implementation of the
methodology. Some of the simplistic studies that have been reviewed by the
IFG over the past several years have been a constant source of constaranation.
Even mor2 disconcerting has been the lack of IFG and FWS Ecological Services
involvement in the development of these study plans, either through formal
tralaing or through direct technical assistance. By the time the IFG has been
involved, that :=ritical first step has been taken and whatzver perceptions the
project proponent has of the IFIM or its imple2mentation have already been
made. There are two possible solutions to this problem. First, it is
incumbent upon the user to obtain the basic IFIM training (IFG 200-215 and
310) and to updats that training periodically, usually through one of :

‘level courses. It follows that the user should then attempt to apply what 1
taught in those courses. ‘Ine "secondsolution 15 sinply tocalil ‘the IFG,
before a study plan is initiatad. The IFG is availabls for on-site techical
assistance; the only expense to the field office is for travel; or your
technical :zzam can be sent to F:. Collins for consultation. However, the
demand for IFG time for tachnical assistance 1s great, so potantial technical
assistance requests should be anticipatad by at l2ast six months, if not a
year.
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Introduction

PART I: INTRODUCTION
PURPOSE AND CONTENTS OF THIS REPORT

The purpose of the research contract of which this report is the
principal product, was to collect, summarize, and review existing
methods useful for predicting the ecological consequences of
altering natural stream flows. Many of these methods are known
as "Instream Flow Methodologies", and others as habitat
suitability or habitat quality indices.

Instream flow 1is a term applied to the water remaining in a
stream or other natural watercourse downstream from a dam or
diversion structure. The volume and timing of instream flows are
partly and sometimes completely, under the control ol *the
operator of the dam or diversion, but the volume and schedule of
releases most convenient and useful to the operator may not be
those most beneficial to the stream ecology.

The central premise of many of the methods reviewed here is that
stream ecology can proceed in an acceptable manner with less than
the' full natural flow 'of ithe stream, and that there is a way to
discover just how much of the natural instream flow should remain
and when. None of these methods attempts to strike a balance
between the value of instream flow and conflicting water uses
(such as the generation of electricity or agricultural
irrigation), however, and many of them are explicitly designed to
discover the flows which maximize fish habitats.

In the course of reviewing the existing methods, it became
apparent that although they represented a broad range of
approaches to ecological modelling, there was seldom any mention
of why a particular approach as chosen, and more importantly, why
other approaches were excluded.

It seemed appropriate, therefore, that this review should include
a discussion of the various generic approaches used and how they
fit into the range of models possible.

This report consists of two principal parts: Part I begins with
an introductory chapter which traces the development of these
methods and points out some of the broader categories into which
they can be subsetted. The following three chapters describe the
various considerations implicit in all of the methods, and are
intended to constitute a primer on this type of ecological model-
ing. Chapter 5 describes the sensitivities of some of the
methods to variations in input data and the problems associated
with inappropriate model application. Chapter 6 presents data
from model validation studies and comments on the status of
validation of the various methods. Chapter 7 presents guidelines
for choosing methods and describes the ways that conclusions
about appropriate flows can be drawn from them, and Chapter 8
presents the conclusions of the authors of this report.

EA Engineering, Science, & Technology, Inc. 04/15/85 Draft




Introduction

Part II consists of one-page Methodology Summary Forms which
encapsulate, in a uniform format, each of the methods reviewed in
the report. We hope that the Methodology Summary Forms will be
useful and will give a broad sense of the range of methods

currently in use.

Finally, there is an annotated bibliography of the papers we have
found most wuseful in preparing this report, all of which are
cited in text or in the Methodology Summary forms.

EA Engineering, Science, & Technology, Inc. 04/15/85 Draft




Chapter 1: Overview 1-1

CHAPTER 1: GENERAL OVERVIEW

The specific purpose of this report is to review methodologies
that are designed to determine the amount of water that should be
left 1in a stream (the instream flow) when the stream is altered
by impoundment or diversion. The principal focus of most such
methods has been the minimum acceptable flows although the
general topic includes the maximum appropriate flows, and the
rate and frequency of changing flows. Furthermore, most such
methods have been restricted to the effects on fish, principally
salmonids, with an occasional paper devoted to the effects on
non-salmonids, stream invertebrates, vegetation, and recreation.

In addition to methods and models specifically designed to recom-
mend an instream flow, there is another class of models which
include either flow, or flow-related terms but which are designed
to explain or predict habitat quality or fish standing crop. The
more we examined these latter models, the less distinction we
were able to see between them and the models aimed directly at
choosing instream flows, and as a result we have incorporated
many of them into this review. The criterion for including them
was the presence of flow or flow-related terms such as mean
annual discharge, or depth and velocity. Occasionally, for
completeness, we included models that were part of a relevent
series even though the particular model had no flow-related
terms. Some ofy .the. U.S.. Fish and Wildlife . Service . Hablitat
Evaluation Procedures fall into this category. We also included
a few models which seemed to demonstrate the lack of importance
of flow-related terms by their ability to predict standing crop
in the absence of flow terms. The terms '"method", "methodology",
and "model" are wused interchangably in this report, and a
complete list of the ones reviewed is presented in Table 1-1.

The instream flow methods, in particular, have received a good
deal of attention from reviewers as well as modelers, and this
report owes much to four reviews. Stalnaker and Arnette (1976)
made a detailed and highly informative review of the methods then
available and laid the groundwork for the development of U. S.
Fish and Wildlife Service Instream Flow Incremental Methodology
(IFIM), subsequently presided over by Stalnaker. Wesche and
Rechard (1980) published an excellent compilation and review of
16 of the instream flow methods then in use, and 1included a
discussion of the progress made by the U. S. Fish and Wildlife
Service since 1976. Our general approach of summarizing methods
was influenced by that report and by a draft manuscript kindly
supplied in late 1984 by Kurt Fausch and Mit Parsons (Fausch and
Parsons, 1984) reviewing models that predict the standing crop of
stream fish from habitat variables. Fa ol vl o arsa n disesS ail'e
(1981) published a well written critical review of instream flow
methods that accurately identified many of the shortcomings of
the existing approaches.

EA Engineering, Science, & Technology, Inc. 04/15/85 Draft




TABLE 1-1

INSTREAM FLOW AND HABITAT QUALITY METHODS REVIEWED IN THIS REPORT

Author

Name of Method

Species

Annear & Conder 1983
Barber et al. 1980
Binns & Eisermann 1979
Collings 1974 (all sp.)
Dunham & Collotzi 1975
Edwards 1983

Edwards 1983

Edwards et al 1983
Edwards et al 1983
Edwards & Twomey 1982
Geer 1980

Gilbert 1984

Hickman & Raleigh 1982
Hoppe 1975

Inskip 1982

Larsen 1980

Layer 1983 (all sp.)
Layher & Maughn unpub.
VL1 et al. unpub.
McMahon 1982

McMahon 1983

Milhous et al 1984
Milhous et al 1984
Milhous et al 1984
Nelson 1984

NGPRP 1974

Nickelson 1976
Nickelson et al 1979 (all
Orsborn 1981

Pardue & Cordes 1983
Parsons et al. 1981
Rabern 1984

Raleigh 1982

Sams & Pearson 1963
Stuber 1982

Stuber et al. 1982
Swank & Phillips 1976
Swift 1976

Swift 1976

Swift 1979

Taylor 1982

Tennant 1975

Thompson 1974

Trial et al 1983

Trial et al 1983

Trial et al 1983

Trial et al. unpub
Waters 1976

Weatherred et al. 1981
Wesche 1980 2
White 1976

White et al. 1976

Wetted Perimeter Method

Diagrammatic Mapping Method

Wyoming Habitat Quality Index

Spawning and Rearing Discharge

USFS Region 4 Method

USFWS Habitat Suitability Index Model
USFWS Habitat Suitability Index Model
USFWS Habitat Suitability Index Model
USFWS Habitat Suitability Index Model
USFWS Habitat Suitability Index Model
Utah Water Records Methodology

USFWS Habitat Suitability Index Model
USFWS Habitat Suitability Index Model
Minimum Stream Flows for Fish

USFWS Habitat Suitability Index Model
USFWS New England Flow Recommendation
Habitat Suitability in Prarie Streams
Habitat Suitability Index Model
Discriminant Habitat Analysis

USFWS Habitat Suitability Index Model
USFWS Habitat Suitability Index Model
USFWS IFG4 Hydraulic Simulation Model
USFWS Water Surface Profile Model
USFWS HABTAT Model

Montana DFWP Wetted Perimeter Method
Northern Great Plains Resource Program Method
Habitat Needs for Salmonid Rearing
Stream Flow Requirements for Salmonids
Spawning Habitat Using Watershed and Channel
USFWS Habitat Suitability Index Model
Fish Habitat Index Using Geomorphic Parameters
Habitat Based Georgia Standing Crop Models
USFWS Habitat Suitability Index Model
One Flow Method

USFWS Habitat Suitability Index Model
USFWS Habitat Suitability Index Model
USFWS Region 6 Single Transect Method
Washington Basin Variables Method
Washington Toe-Width Method

Washington One-Variable Regression Method
Riparian Strip Width Model

Montana Method

Oregon Usable Width Method

USFWS Habitat Suitability Index Model
USFWS Habitat Suitability Index Model
USFWS Habitat Suitability Index Model
USFWS Habitat Suitability Index Model
California Instream Flow Method
R2-Cross-81 Sag Tape Method

WRRI Trout Cover Rating Method

Idaho Instream Flow Method

Midwestern Trout Standing Crop

Salmonids

Coho salmon
Trout
Anadromous salmon
Trout
Smallmouth Buffalo
Longnose Sucker
Longnose Dace
Slough Darter
Common carp
Trout

Warmouth
Cutthroat trout
Trout

Northern Pike
ATl

6 Warmwater Species
Spotted Bass
Cutthroat trout
Creek chub

Coho salmon
Hydraulics
Hydraulics

A11 Species

All

ATl

Coho salmon
Steelhead, Coho
Steelhead
Alewife/Blueback Herring
A1l

9 Species

Brook trout
Anadromous salmonids
Black Bullhead
Green Sunfish
Salmonids
Steelhead
Steelhead
Salmon
Vegetation

All

Salmonids
Blacknose Dace
Common Shiner
Fallfish
Atlantic salmon
Salmonids
Hydraulics
Trout

A1l

Trout




Chapter 1: Overview 1-3

In addition to these review papers, many authors sent unpublished
manuscripts, some in preparation for publication and others, file
reports that are not destined for publication. In the former
category were a series of papers comprising the results of a
symposium on Validation of U.S. Fish and Wildlife Service Habitat
Suitability Index Models, supplied by James Terrell. In the
latter category were a series of 14 instream flow evaluation
Studies  fundeds s by tithe SHULS W "Fish s and SWildlifte " Service & and
conducted in many of the western United States (supplied by Clair
Stalnaker).

CONVERGING DEVELOPMENT OF INSTREAM FLOW METHODS AND HABITAT
QUALITY MODELS.

After reviewing the various instream flow methods and habitat
quality models presently available it appears to us that they
have been developing along converging paths. The development of
both has progressed to the point that it is possible to envision
models that can be used equally well both for suggesting
appropriate instream flows and for characterizing overall habitat
quality-—at  any @ pacticular ‘flow. Figure 1-1 summarizes the
development - of instream flow methods. The diagram is somewhat
oversimplified since almost every method differs from every other
in some significant way, but it is intended to give a general
overview of the approaches use by various authors.

METHODS USING BASIN-WIDE INFORMATION AS INPUT VARIABLES

The types of methods shown in Figure 1-1 are arranged from top to
bottom in order of complexity. Methods of the types shown in
Figure 1-1a wusing only or dominantly river basin variables
(described in Chapter 2) are not common, but provide an easy way
to make recommendations in the absence of any field data. The
policy followed in New England by the U.S. Fish and Wildlife
Service is of this type (Larsen 1980) and consists of establish-
ing by some means a relationship between basin size (or other
basin feature) and recommended flows. Collings (1974) wused a
similar approach but did it empirically by measuring the amount
of discharge that resulted in maximum spawnable area, then used
multiple linear regression to correlate this discharge with
basin, " hydraulic, '‘and structural® characteristics. Larsen does
not describe the  reasoning that led him to the particular
functional relationship he recommended and it appears to be
arbitrary. Collings used an equally arbitrary but reproducible
criterion: The spawning sustaining discharge is is the discharge
in which the percentage reduction in spawnable area is just less
than the percentage reduction in preferred discharge.

METHODS USING MEAN DISCHARGE INFORMATION AS INPUT VARIABLES
Figure 1-1b illustrates methods using variables related to mean

discharge (annual, monthly, daily and monthly minimum discharge,
etc.). Tennant (1975) recommended an unspecified (10-60%)

EA Engineering, Science, & Technology, Inc. 04/15/85 Draft




Types of
Input
Variables

Discharge
(mean)

Discharge
(flow
exceedence)

Hydraulic or
Structural
(natural)

Hydraulic & Structural
(Biologically Weighted
and Aggregated Into

an Index)

A11 Types
(Biologically Weighted
and Aggregated Into an
Index Using Linear
Regression)

Figure 1-1.

Types of
Output
Variables

Recommended Recommended
Exceedence

Wetted Perimeter,

Toe Width

WUA, WCR
Usable Width

Binns's HQI

&
L
R o
S&“§

~

Basin Size

Fixed %

rd

Mean Flow

Fixed %

A

Recommended Flow

= Relative

Point on
Curve

Recommended Flow

Relative
+~ Point

on

Curve

Recommended Flow

Selected Value (?)

Y

Recommended Flow

/«— Fixed Slope

Examples

Larsen 1980 (cfsm)
Swift 1979

Collings 1974
(multivariate basin
characteristics)

Tennant 1975
Larsen 1980 (ABF)
Geer 1980

Swift 1979

NGPRP 1974
Hoppe 1975

Collings 1974

Swift 1979

Nelson 1984

Swift 1976

White 1976

Annear & Conder 1983
Thompson 1974 (passage flow)

Milhous et al. 1984 (PHABSIM)
Wesche 1980

Waters 1976

Swank & Phillips 1976

Sams & Pearson 1963

Binns, 1982

Development of instream flow methods.




Chapter 1: Overview 1-5

percentage of the average annual flow, depending on whether the
biological outcome desired was minimal or excellent. Geer (1980)
suggested using the average 6 month minimum monthly flow for wthe
period of record. Larsen (1980) suggested the 25 year median
daily wunregulated flow. All of the recommendations are essen-
tially arbitrary, though not necessarily wunreasonable. Swift
(1979) on the other hand, empirically determined the flow that
would maximize spawning, then regressed median September flow and
median October flow on it for 28 different streams. This pro-
vided him with a formulation with the clear endpoint of maximiz-
ingthabiitati forita ‘particularsuses

METHODS USING FLOW-DURATION CURVES AS INPUT VARIABLES

Another discharge approach is illustrated in Figure 1-1c in which
a flow-duration curve 1is used as the basis for recommending
flows. The Northern Great Plains Resource Program (NGRPRP 1974)
recommended a flow equal to the average daily flow exceeded 90
percent of the time for the period of record excluding months in
the 1lowest or highest 15th percentile of mean monthly flows for
the period of record. Hoppe (1975) recommends the flow equal to
the average daily flow exceeded 80% of the time as a minimum
flow. Both of these recommendations are also arbitrary.

METHODS USING WETTED PERIMETER OR A SIMILAR INPUT VARIABLE

A number of authors, realizing that the discharge variables were
not necessarily correlated with any biologically beneficial
features in the stream turned instead to simple cross-sectional
hydraulic or structural measurements as a way to more closely
approximate biological habitat. Figure 1-1d shows the
characteristic relationship of two of these variables, wetted
perimeter and toe-of-bank width to recommended flow. In the case
of wetted perimeter, (the distance from water's edge to water's
edge along the bottom) the variable changes with flow and a
variety of biological benefits can be ascribed to increasing the
amount of wetted area. A curve of the general shape shown can be
arrived at from measurements at different flows or from
simulation using hydraulic models such as the R2-Cross-81
(Weatherred et al. 1981), the IFG4 (Milhous et al. 1984), the
WSP (Milhous et al. 1984) or others. The final step with these
methods, 1is to pick the appropriate point on the curve. White
(1976) and Nelson (1984) suggests choosing the "inflection point"
on this curve but many of the curves they generated do not have
one (see the examples in Nelson 1980). Annear and Conder (1983)
suggest that the point on the curve just statistically detectably
different from either the mean annual flow or twice the mean
annual flow would be appropriate but do not defend the sugges-
tion. Collings (1974) in determining appropriate rearing dis-
charge suggests a point '"selected somewhere near'" the character-
istic change in slope of these curves. Toe width is described by
its inventor (Swift 1976) as the horizontal distance '"from the
point where the streambed and one bank join to the ground surface
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on the  other bank', and is shown in his diagram as the cross
sectional width of the water surface at the rearing discharge
(defined as the "inflection point" on the wetted perimeter
curve) . Swift regressed the rearing discharge on toe width to
produce a statistic much like wetted perameter, with the same
problems associated with picking out the appropriate point.

Swift (1979) subsequently regressed preferred spawning discharge
on toe width (as well as on individual basin and discharge
characteristics) to provide a whole set of one-variable equations
for specifying discharges, which will result in maximum spawning
area in the streams he studied.

METHODS USING SEVERAL HYDRAULIC AND STRUCTURAL INPUT VARIABLES

The next change in the development of these graphical techniques,
all of which resulted in two-dimensional plots of an index
variable against flow, was the inclusion of multiple input
variables. In order to retain two-dimensional plots as the data
output format these multiple input variables had to be aggregated
in some way to form a single output variable that could be plot-
ted as a function of flow. One approach (not illustrated in
Figure 1-1) was to form an index by aggregating several basin and
discharge variables and scaling its output to correspond to the
discharge resulting in maximum spawning area (Orsborn 1981).

Another approach, illustrated in Figure 1-1le, and the one most
widely used today, was to select several hydraulic and structural
variables (such as depth, velocity, cover), to adjust (transform,
weight) their values to correspond to their biological
importance, and aggregate them together to form an index.

The simplest of these is Sams and Pearson's (1963) one-flow
method in which the average velocity and average depth required
over redds were multiplied times width to approximate the
discharge needed. Swank and Phillips (1976) wused a similar
approach but simply identified the distance along a transect
meeting both depth and velocity criteria for spawning and called
this "Usable Width" which varied with flow. Wesche (1980), also
used binarysscri teriatsforsidep thitands S substrate suitability
associated with cover to produce an index, the WCR, which was a
function of flow.

Waters (1976) realized that binary depth and velocity criteria
like those used by Swank and Phillips were too abrupt and
hypothesized that suitability for biological uses was graded.
Waters used 4 variables (depth, velocity, substrate size, and
cover) and transformed the variables to correspond to the
biological importance of the various levels as described in the
literature. Raw data were collected from transects for many
points and discharges, then biologically weighted, scaled from
0-1, then multiplied together to give, 1in relative units, the
amount of "isuitablle SShabittatwini s the “stream’ Waters then
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extrapolated these relative units to area producing a plot of
area of relative habitat versus discharge.

The U.S. Fish and Wildlife Service Instream Flow Service Group
modified Waters' method by including a hydraulic simulation model
in the computer program so that the field data would have to be
taken at no more than a few discharges. Their set of programs,
know as PHABSIM (Milhous, et al. 1984), produces output which
includes several hydraulic variables (such as wetted perimeter)
as well a variable similar to the one developed by Waters, Kknown
as Weighted Usable Area (WUA). The HABTAT submodel of PHABSIM
which produces the WUA index is limited to 3 input variables, and
current practice is to use weighted depth and velocity plus one
other weighted variable such as substrate size, cover, or temper-
ature.

METHODS USING LARGE NUMBERS OF VARIABLES

Instead of developing the Waters type of model in the direction
of hydraulic simulation with a limited number of hydraulic input
variables, Binns (1979, Binns and Eisermann 1979) applied the
concept of biological weighting to a large number (22) of candi-
date input variables including depth, velocity, substrate and
cover. Building on the work of Platts (1976), who observed that
control of fish populations was not isolated to any one variable,
Binns and Eisermann rated (transformed) all input variables to
values of Dbiological importance, then performed one-variable
linear regression analyses between each transformed variable
(during 1late summer flow conditions) and standing crop. Those
with the strongest correlations were retained and wused 1in a
multiple linear regression equation against standing crop. After
considerable experimentation and combining of variables (des-
cribed later in this report) they produced a multivariate regres-
sion equation predictive of standing crop (which was also called
the Habitat Quality Index). Subsequently Binns (1982) calculated
HQI (or standing crop) for the Green River for several different
flows, producing a curve of the type shown in Figure 1-1f.

Meanwhile, a number of other investigators were developing
methods designed to predict standing crop using both weighted and
unweighted habitat variables; Barber et al. (1980) developed a
series of regression equations to describe the effects o F sl 0
hydraulic and structural varables on coho salmon standing crop;
Nickelson et al. (1979) produced a regression model using depth,
cover, and velocity that explained 91% of the cutthroat standing
crop, 79% of the steelhead standing crop, and a model that
included only pool volume that described 94% of juvenile coho
salmon standing crop; Layer (1983) developed a series of
regression models using a subset of 15 chemical and structural
input variables that explained as much as 99% of fish standing
crop; Li et al. (unpublished) used a stepwise discriminant func-
tion analysis to classify habitat as to its cutthroat trout
populations; Rabern (1984) developed a series of regression
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models wusing 21 habitat variables including variables of all
classifications that explained as much as 96% of the standing
crop depending on species; Taylor developed a riparian strip
width model including discharge and basin terms that explained
66% of the existing riparian strip width on undiverted streams,
and White et al. (1976) developed a series of regressions using
(principally) discharge variables that explained as much as 95%
of the variation in standing crop of midwestern trout.

A number of these models have hydraulic and discharge terms, and
although they have generally not been shown to be predictive, or
their terms causally related to the existing fish populations,
the same situation exists for the instream flow models shown in
Figure 1-1.

Finally, there is a large group of models (most reviewed here)
prepared under the auspices of the U. S. Fish and Wildlife
Service Habitat Evaluation Procedures Group that
characteristically use more variables than the other models so
far described. The ones described in Methodology Summary Forms
in Part II include Edwards (1983 a,b), Edwards et al. (1982),
Edwards and Twomey (1982), Gilbert (1984), Hickman and Raleigh
(1983), Inskip (1982), Layher and Maughn unpulished, McMahon
(1982, 1983), Pardue and Cordes (1983), Raleigh (1982), Stuber
(1988)., /‘Stubep etial . (1982 . s frial et a)l. 7 (1983 4, b, ¢ )s dnd
Trial et al. (1982, unpublished). This selection is not complete
but gives an idea of the approach being used. The models are
constructed of biologically transformed input variables aggre-
gated in a way pleasing to the authors of the models but not
according to any formal technique. Most of these models, when
tested, turn out not to be correlated with standing crop, but the
treatment of individual variables is like that of Binns and
Eisermann (1979) and Layer (1983) and it is reasonable to suppose
that if empirical aggregation techniques were used the models
might be descriptive.

SUMMARY

The development of all of the methods described in this report
seems to us to be converging toward multivariate techniques for
describing (and eventually predicting) standing crop, riparian
strip width, and other measures of biological productivity.
Binns (1982) wuse of his multivariate model as an instream flow
model 1is 1ikely to forshadow considerable development 1in that
direction using all the variables needed to predict standing crop
and choosing variables based on their ability to aid 1in the
prediction, rather than choosing them on the basis of convenience
or preconceived notions.

The remainder of Part I of this report includes discussions of
seleécted aspects of instream flow model building using examples
taken from the primary literature and often including reworking
of the data to illustrate our points.
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CHAPTER 2. SELECTING VARIABLES

All instream flow and habitat quality methods utilize one or more
input (independent) variables to determine the value of one
output (response, dependent) variable.

In this chapter, we discuss the types of variables that have been
chosen by the various modelers and address the questions of
whether the ones chosen are reasonable, necessary, and sufficient
to meet the needs of instream flow determination.

RESPONSE VARIABLES:

We have categorized response or output variables in three
different ways: First, functionally in terms of the way the
output variable can be used; second based on whether the form of
the model and hence, the output variable was determined
conceptually or empirically; and third, whether the output
variable represents a recommendation, or if not, is measurable,
or is unmeasurable.

From a functional standpoint, the original type of instream-flow-
method response variable is a recommended flow (marked under
heading RF in Table 2-1). Thirteen of the methods reviewed are
of this type and might be considered the classic instream flow
methods. They completely internalize all aspects of the instream
flow decision making and, provided with the requisite input data,
result in the answer of a single flow, or in some cases different
flows depending on the time of year.

Subsequently, techniques were developed to produce response vari-
ables ostensibly linked to habitat quality and to display them in
a two-dimensional relationship as functions of flow. These are
identified under the heading HQF in Table 2-1. Tnssalddiit ronisea
number of models produce Habitat Quality Indices that are not
generally displayed as functions of flow, although could be, and
these are identified under HQI in Table 2-1. Of these, many are
the Habitat Suitability Index Models of the USFWS Habitat Evalua-
tion Procedures Group, and these are identified under the heading
HSI in Table 2-1. Finally, several of the models use standing
crop rather than an index as their response variable; and these
are identified under the heading SC in Table 2-1.

All methods were also categorized as either being conceptual or
empirical in overall approach, and are so identified wunder the
headings C or E in Table 2-1. Conceptual or mechanistic models
are defined here as those which are designed, constructed and
| operated to produce an output variable in the absence of informa-
| tion about the value of the output variable. The models are
| constructed in a form which is conceptually pleasing to the
| modeler, usually because it appears to make biological sense. it
is then (usually) reduced to a mathematical equation and then
sometimes to a computer program if solving the equation would
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TABLE 2-1 THE TYPES OF VARIABLES INCLUDED IN THE INSTREAM FLOW/HABITAT QUALITY MODELS REVIEWED

METHOD GENERAL FEATURES TYPES OF INPUT VARIABLES (number of each type shown)
Structural Other
RF HQF HQI HSI SC BW C E Basin Discharge Hydraulic (Cover) Biological Physical
Annear & Conder 1983 1
Barber et al. 1980 X 1
Binns & Eisermann 1979 X Xia 2
Collings 1974 (all sp.)
Dunham & Collotzi 1975
Edwards 1983 (Buffalo)
Edwards 1983 (Sucker)
Edwards et al 1983 (Dace)
Edwards et al 1983 (Dart)
Edwards & Twomey 1982
Geer 1980
Gilbert 1984
Hickman & Raleigh 1982
Hoppe 1975
Inskip 1982
Larsen 1980
Layer 1983 (all sp.)
Layher & Maughn unpub.
Li et al. unpub.
McMahon 1982
McMahon 1983
Milhous et al 1984 (IFG4)
Milhous et al 1984 (WSP)
Milhous et al 1984 (HAB)
Nickelson 1976
Nickelson et al 1979 (all)
Nelson 1984
NGPRP 1974
Orsborn 1981
Pardue & Cordes 1983
Parsons et al. 1981
Rabern 1984 (all species)
Raleigh 1982
Sams & Pearson 1963
Stuber 1982
Stuber et al. 1982
Swank & Phillips 1976
Swift 1976 (spawn)
Swift 1976 (toe width)
Swift 1979
Taylor 1982 (vegetation)
Tennant 1975
Thompson 1974
Trial et al 1983 (dace)
Trial et al 1983 (shiner)
Trial et al 1983 (fall)
Trial et al. unpub
Waters 1976
Weatherred et al. 1981
Wesche 1980
White 1976
White et al. 1976
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RF = Recommends Flow Directly; HQF = produces a plot of Habitat Quality versus Flow; HQI = produces an Index
of Habitat Quality at the flow measured; HSI = HQI models produced by the USFWS HEP Group; BW = Biolo-
gically Weighted input variables; SC = predicts Standing Crop (x) or hydraulic features (H) directly;

C = Conceptually derived; E = Empirically derived




Chapter 2: Selecting Variables Page 2-3

otherwise be laborious. Such conceptually derived models are of
little use until they are validated by experiment to demonstrate
that the modeler's concepts were indeed valid.

Empirical or descriptive models are, for the purposes of this|
report; maodel's® fors which the " valuesiof 'both input 'and: output
variables were known at the time the model was constructed. They |
may “orifmay. noti bel‘conceptuallytpleasing, " buti since theyane|
derived by determing the existing relationship between input and
output variables, they are inherently valid for the data set for
which they were constructed. They are usually constructed in the
form of a mathematical equation using linear regression tech-|

“niques. Such equations are descriptive but do not imply causality| of “

since it is quite possible that the factors causing the relation-
| ship to exist are not included in the model. Therefore, empiri-
cal models also cannot be used as predictive models until they

1

| are shown to be so by experimental test.

Finally, we distinguished between measureable and unmeasurable
response or output variables (identified in the first column on
Table 2-2). One of the first steps in designing a model is
determining whether the model output should be predictive of
something that can be measured (eg. standing crop of fish), or
should simply result in an index which cannot be measured by
experimental test. All models that are constructed empirically
must have measurable output variables, but conceptually-derived
models need not.

There are two kinds of measurable response variables. One type,
although measurable, is not clearly linked to the biological
response variables of ultimate interest. This type is exempli-
fied by Wetted Perimeter (Nelson 1984, Colling's 1974 rearing
discharges, and White 1976) and Toe-Width (Swift 1976) methods.
Both wetted perimeter and toe-width can be displayed as functions
of flow, and can be measured to find out if the hydraulic simula-
tion model used (if any) was predictive, but the question remains
as to how either is linked to biological success.

The second type of measurable response variable consists of the
biological variable of interest such as standing crop or riparian
strip width. Models that utilize these as response variables can
have their predictiveness tested directly and the model can
readily be shown to be valid or invalid in a given situation. We
cannot emphasize too strongly the desirability of using measur-
able response variables, because without them it is nearly impos-

sible to determine if a model is producing valid results. ’

It is notable that only two (Binns and Eiserman 1979, Taylor
1980) of the methods that either recommend flows, or are normally
used to produce output as a function of flow, use this second
type of measurable response variable, and hence can be tested
diltec iy, A1l of the other methods that are used routinely for
determining appropriate instream flows, including the U.S. Fish
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TABLE 2-2 THE TYPES OF VARIABLES INCLUDED IN THE INSTREAM FLOW/HABITAT QUALITY MODELS REVIEWED

R = Recommended Flow, M = Measurable, U = Unmeasurable, C = Conceptual, E = Empirical A 444/54;7

METHOD Type of Number of Choice of Transform. Choice of Type of

Qutput Input Input of Input Model Parameter
Variable Variables Variables Variables Structure Estimation

Annear & Conder 1983 R 1

Barber et al. 1980 — M

Binns & Eisermann 1979 - M

Collings 1974 (all sp.)

Dunham & Collotzi 1975

Edwards 1983 (Buffalo)

Edwards 1983 (Sucker)

Edwards et al 1983 (Dace)

Edwards et al 1983 (Dart)

Edwards & Twomey 1982

Geer 1980

Gilbert 1984

Hickman & Raleigh 1982

Hoppe 1975

Inskip 1982

Larsen 1980

Layer 1983 (all sp.)

Layher & Maughn unpub.

Li et al. unpub.

McMahon 1982

McMahon 1983

Milhous et al 1984 (IFG4)

Milhous et al 1984 (WSP)

Milhous et al 1984 (HAB)

Nelson 1984

NGPRP 1974

Nickelson 1976

Nickelson et al 1979 (all

Orsborn 1981

Pardue & Cordes 1983

Parsons et al, 1981

Rabern 1984 (all species)

Raleigh 1982

Sams & Pearson 1963

Stuber 1982

Stuber et al. 1982

Swank & Phillips 1976

Swift 1976 (spawn)

Swift 1976 (toe width)

Swift 1979

Taylor 1982 (vegetation)

Tennant 1975

Thompson 1974

Trial et al 1983 (dace)

Trial et al 1983 (shiner)

Trial et al 1983 (fall)

Trial et al. unpub

Waters 1976

Weatherred et al. 1981

Wesche 1980

White 1976

White et al. 1976
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and Wildlife Service IFIM (Bovee 1982, Milhous et al. 1984), use
either unmeasurable response variables or flow recommendations,
the appropriateness of which cannot be tested.

Unmeasurable response variables are usually referred to by their
authors as indices. (Note, however, that Binns and Eiserman's
19798 Habitat Qualityi Indextistequals to'standing crop,ssonsthat
although it is referred to as an index, it is really a measurable
response variable.) The most prominant examples in this category
are the Habhitat Suitability indices of the U.S. Fish and Wildlife
Service Habitat Evaluation Procedures Group (identified as HSI
models in Table 2-1). The output is dimensionless and is simply
a multidimensional conceptualization that usually has not been
shown by the models' authors to be correlated with anything.
Others include Habitat Quality Units (Nickelson 1976), Habitat
Quality Rating (Nickelson et al. 1979), Fish Habitat Index and
Habitat Condition Score (Parsons et al. 1981), Relative Habitat
Units (Waters 1976), and Water Resources Research Institute Cover
Rating (Wesche 1980).

Falling somewhere between clearly measurable response variables
such! yas® wettedidperimeter for, 'standing’ criopi and "clearly
unmeasurable ones such as the Habitat Suitability Indices, are
Percent Optimum Habitat (Dunham and Collotzi 1975) and Weighted
Usable Area (Bovee 1982, Milhous 1984). Percent optimum habitat
is measurable in the sense that once optimum habitat is defined,
the percentage of it can be measured. What makes it unmeasurable
is the fact that "optimum habitat'" is itself an unmeasurable
concept, or at least one which cannot be tested experimentally.

Weighted Usable Area from the USFWS HABTAT model is similar to
the optimum habitat response variable. Once one determines how
to weight the area, it can be measured and added up as is done in
the HABTAT model. The question then becomes whether the method
of weighting is subject to measurement. The weighting technique
used in the HABTAT model is ingenious because it substitutes
behavioral habitat selection, something that is readily measured
and which occurs whenever fish are present, for the variable of
rieall bilollogidcaliinterest,, production 'or standing crop. This
approach appears reasonable in the sense that one might expect
fish to choose the optimum habitat, but on closer inspection it
has several significant problems.

First, fish have to pick some habitat, since they are usually not
free to leave the system. If the optimum habitat is not avail-
able, either because it is not present physically or because it
is defended by some other organism (usually another fish), then
the selection will be of sub-optimum habitat. This probably can
be circumvented experimentally by making sure all habitats and no
other fish are present, but in practice is seldom addressed.

Second, a fish may be in a particular location, not because of
anything at that location, but because of conditions (such as
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availability of hiding places) some distance away. Generally,
the relationships between the location of a fish and habiiit at
characteristics some distance away are poorly understood and and
not incorporated in the weighting scheme used.

Third, optimum habitat selected behaviorally may be entirely
relative. A fish may preferentially locate himself in slow water
adjacent to the fastest water he can find, in order to maximize
food delivery (drift). The absolute velocity may be entirely
unimportant so that any weighting based on absolute velocities is
misleading.

Fourth, satisfying preference for a few hydraulic variables such
as depth and velocity may have no effect at all on the number of
fish that can be supported in a stream. If the objective of
determining appropriate instream flows is to achieve some level
of biological production or to maximize it, then behaviorally
weighted input variables may have little relevance to the overall
decision.

Finally, it requires a large conceptual jump to conclude, as is
implicit in the HABTAT model, that a large amount of barely
acceptable habitat is biologically equivalent to a small amount
of optimal habitat.

As long as the response variable is thought of as meaning habitat
quality . (or "ecarrying capacity 'or some other unmeasurable
quality), any test of the model that turns out to demonstrate
little correlation between the response variable and the
biological variable of interest, can be dismissed on the grounds
that because of influences not accounted for in the model (e.g.,
fishing pressure), the habitat quality was not fully exploited
and therefore, the test itself was invalid. IBhiiis @siit uationymay
be comfortable for the modeler who can take the position that the
model is valid no matter what, but is not good science.

The situation can be remedied by simply converting unmeasurable
response variables to measurable ones and facing up to the fact
that the model may turn out to be invalid on testing and may
require additional or different input terms, or may need to be
replaced altogether. The conversion can be done by equating the
model output with the response variable of interest (for example
by using linear regression between the model response variable
and some measurable variable based on a test situation), then
incorporating this as part of the model. Wesche (1980) did that
with the WRRI Cover Rating method, but as far as we know, the
method was not subsequently tested on additional data sets to
chieck for wvalidity. For most of the other models using
unmeasurable response variables, this step has been taken only as
attempts at model validation ((seel Chapter 6),sandhias = niok
subsequently found its way inte ¥the "model iitself. Tn' “then)
validation studies, the problem continues to be that failure to
predict standing crop is not a demonstration of model failure.

—
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This overall problem of model unfalsifiability is discussed 1in
some detail with regard to the FWS HEP/HSI models by Nickum and
Terrell (in press).

INPUT VARIABLES

The methods and models reviewed here use as few as 1 and as many
as 21 input variables. There is evidently a clear difference of
opinion among model builders as to how many are needed or
desirable. We have categorized input variables as Basin,
Discharge, Hydraulic, Structural, Biological, and Other
Physical/Chemical. Basin variables are those specific ‘to the
basin in which the stream lies, such as drainage area, rather
than to the stream itself; discharge variables are various
measures of the amount of flow; hydraulic variables are the
variables normally present or derived in hydraulic simulation
models and include such things as depth, velocity, and wetted
perimeter; structural variables are physical structural
characteristics that are important biologically, wusually for
cover, because of their size or placement, such as percent
undercut banks; biological variables, include information such as
nmumber fofi i shispecics i singt hiessdir afiniagics; andisiotih'er:
physical/chemical variables are factors like pH, temperature, and
annual rainfall. A representative categorized list of the input
variables included in the models reviewed is contained in Tables
2-3a,b,c; their distribution among models in listed in Table 2-1.

The simplest solution to selection of number of input variables
is that if one is trying to predict a biological response, all
that is needed is the one variable closely correlated with the
response of interest (if such a variable exists). The Montana
method (Tennant 1975), Utah method (Geer 1980), NGPRP method
(NGPRP 1974), Wetted Perimeter (Nelson 1984, Collings 1974) and
Toe-Width (Swift 1976, 1979) models use the assumption (without
testing it) that there is only one necessary variable. Other
model builders have concluded (again, usually without testing),
that a small set of variables is adequate to meet their require-
ments. For example, the models confined to establishing spawning
flows for anadromous salmon populations are often thought of as
needing only depth, velocity, and substrate as input variables,
since it appears that these are the conditions fish on a spawning
run need and are seeking. A good measurable response variable
for this activity might be relative density of spawners using
gravel meeting the model's requirements.

Other reasons to select just a few variables, all of them
apparently important in the decision to include only depth,
velocity and substrate type (and sometimes cover) in the FWS
PHABSIM model are:

1. the" variables cllearly" change “wilth "di'scharge
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TABLE 2-3A. BASIN, DISCHARGE, AND HYDRAULIC INPUT VARIABLES

BASIN VARIABLES
Basin relief
Day of season
Drainage area
Drainage density
Kilometers from ocean
Mean basin elevation
Mean basin length
Mean basin slope
Total stream length

DISCHARGE VARIABLES
Annual flow variation
Annual peak flow/annual minimum flow
Annual rainfall
Average annual flow
Average daily flow
Average monthly flow
Daily flows
Instantaneous discharge
Median October mean flow
Median September mean flow
Percent flow exceedence
Percent mean daily flow at low flow
Seven-day, two-year low flow
Two-year peak flood flow

HYDRAULIC VARIABLES
Percent Area deeper than 1.5 ft.
Depth fluctuations after spawn
Gradient
Manning's n
Maximum width
Mean column depth
Mean column velocity
Mean depth at 25% width-mean depth at 75% width
Mean depth of pools in summer
Mean pool current velocity
Mean thalweg depth
Mean width
Minimum width
Near bottom velocity
Percent slope
Pool volume
Pool width/stream width
Slope of water surface
Stage of zero flow
Toe-of-bank width
Wetted area
Wetted perimeter (WETP)




TABLE 2-3B. STRUCTURAL AND BIOLOGICAL INPUT VARIABLES

HABITAT STRUCTURE AND COVER VARIABLES
Area overhanging vegetation
Area veg. overhanging <1 meter
Area veg. overhanging 1-2 meters
Bank locations with brush
Bank locations with trees
Forested area
Frequency of logs and boulders within 50 cm upstream
Frequency of turbulance cover at depths > 5 cm
Frequency overhanging cover within 50 cm upstream, depth > 5cm
Frequency rootwads within 50 cm upstream, depth > 5cm
Frequency undercut banks within 50 cm upstream, depth > 5cm
Frequency undercut boulders within 50 cm upstream, depth > 5cm
Length overhead bank cover
Number of rocks/reach
Percent boulder & log cover
Percent brush cover
Percent cover
Percent eroding banks
Percent first-class pools
Percent instream cover
Percent instream bank vegetation
Percent overhead cover
Percent pools
Percent pools with canopy
Percent stablized banks

Percent vegetative canopy
Percent 1-3 inch gravel
Total cover area

BIOLOGICAL VARIABLES
Annual # of frost free days
Bank locations with brush
Bank locations with trees
Food item density (#/area)
Food item diversity
Invertebrate drift density
Number of fish species in drainage
Percent shade between 1000-1400 hrs
Percent vegetation on bank
Rel. distance from center of range
Submerged vegetation density
2 * % decid. trees + % grass + % conifers
2 * % shrubs + 1.5 * % grass + % trees




TABLE 2-3C. OTHER PHYSICAL AND CHEMICAL INPUT VARIABLES

OTHER PHYSICAL VARIABLES
Temperature

Max temp,. upstream migration
Max temp., embryo develop
Max. temp., downstream migration
Mean annual air temperature
Mean annual temperature
Mean max summer temperature
Mean summer temperature
Mean temp.,embryo develop.
Mean winter temperature

Substrate Size
Actual size distributions
Arbitrary scale
Arithmetic mean (.3-8cm)
Dominant (>50%) size
log-10 avail. spawning area
Percent <3mm diameter during spawning
Percent <3mm in riffle-run areas
Percent <6mm in diameter
Percent Embeddedness
Percent fine substrate
Percent 10-250mm in diameter
Percent 10-40mm in diameter

Chemical variables
Alkalinity
Annual DO range
Biochem. Oxygen Demand
Color
Max turbidity in summer
Maximum (or minimum) pH
Mean annual minumum DO
Mean annual pH
Mean annual turbidity
Mean TDS May-Oct
Min DO during embryo develop.
Min DO during embryo develop.
Min DO during low water
Min DO upstream migration
Minimum DO downstream migration
Minimum DO during rearing
Nitrate nitrogen
Specific conductivity
Total hardness
‘Fotal¥organic "'carbon
Total Phosphorous
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they are readily measured and amenable to simulation
modeling

3. the current version of the computer portion of the model
will accept only a limited number of input variables

In the three empirical models reviewed where large numbers of
variables were considered, the initial set was chosen because of
availability (Binns and Eiserman 1979, Layer 1983, Rabern 1984),
and was decreased using statistical criteria to produce a final
model.

In Binns and Eiserman's (1979) model, the initial set of concep-
tually chosen candidate data was tested for linear correlation
with the response variable and only those variables somewhat
correlated were retained. This was also one of several variable
selection procedures used by Rabern (1984). Binns and Eiserman
subsequently created new variables by multiplying some of the
existing ones together in order to improve model performances.

Taylor (1980) correctly rejected some candidate variables because
they were strongly correlated with one another, then added new
variables when the original model failed to perform adequately,
another effective approach.

In addition to categorizing models by characteristics of their
response variables, we have also categorized them by the way the
input variables were chosen and treated within the model.

All models were divided into those for which the values of the
variables are weighted to reflect their biological suitability
prior to being used in the model, and those in which the vari-
ables are use in their unweighted state. Those that use biolo-
gical transformation are identified under the BW heading on Table
2-1. The reason for performing such a weighting is to transform
the input data so that it is linearly correlated to the output
variable. This process is described in detail in Chapter 3 on
transforming variables.

Finally, in Table 2-2 we have indicated whether the choice of
input variables, was conceptual or empirical; whether the input
variables were transformed biologically and if so whether it was
done conceptually or empirically, whether the choice of the model
structure was conceptual, empirical, or arbitrary, and finally
whether parameter estimation was done. All of these features of
model building are discussed, as they relate to instream flow
method, in the next chapters.

Tables 2-1 and 2-2 show some interesting patterns. Less than a
third of the models were developed empirically, and approximately
half of them use biologically weighted input variables. The
total number of input variables range from 1 to 21 per model,
w1 thithydrauliicy istructurailssand physical/chemical variables most
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prominent, hydraulic variables appear in all but 10 of the
methods and structural variables appear in all but 21.

The selection of input variables was conceptual in all but 4 of |
the models. That 1is, the authors decided which variables to |
include because they thought they understood what variables were
important. For those variables which were transformed prior to
inclusion in the model, most were transformed based on
generalized considerations found in the literature and we have
called that conceptual. The authors of only two methods, Layer's
and the IFIM HABTAT model advocated using empirical field data to
make the transformations.

Model structure was considered to be arbitrary if we could see no
mechanistic reason for the way the input variable terms were
combined, and conceptual if there was a mechanistic approach to
the aggregation of terms. Only one method, that of Binns and
Eiserman appeared to arrive at a model structure empirically by
trying out several structures to see which worked best.

Finally in some models the various input variables were weighted
as to their importance. In other words they had associated with
them coefficients or parameters. In all these cases the para-
meter estimation was empirical, wusually through the process of
multiple 1linear regression modeling. In most others all terms
were considered essentially equal.

Figure 2-1 summarizes the scheme used for categorizing the
various methods. Figure 2-2 shows the way in which the various
methods are arrayed on a two dimensional axis representing choice
and transformation of variables. Figure 2-3 shows the way the
models arrayed on a two-dimensional axis representing choice of
overall model structure and the method of parameter estimation.
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Conceptual (Mechanistic) Model Design

Types of Input Variables

Basin Uses Biologically
Uses Raw Data Discharge Transformed
g Hydraulic e Data
Structural

Other Physical/Chemical
Biological

For Input
For Input

Types of Output Variables

Recommended Flow
Measurable
Unmeasurable

Empirical (Descriptive)
Model Design

Figure 2-1. Scheme used for categorizing methods and models
reviewed in this report.
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Choice and Transformation of Variables
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This diagram shows that both choice of variables and transformation of them
ranges from conceptual to empirical. The distinction between conceptual and
empirical in choice of input variables is whether or not some were picked or
discarded based on their correlations with the output variable or a surrogate
output variable. Input variables were considered arbitrarily transformed if
no transformation was done; conceptually transformed if not based on the

modeler's experiments, and empirically transformed if based on the modeler's
data.




Choice of Model Structure and Parameter Estimation
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Figure 2-3. This diagram shows that the choice of model structure and the estimation
of parameters can range from conceptual to empirical, and shows the extent
of such variation in some of the existing methods. The choice of model
structure was called conceptual if it was based on some mechanistic principal
envisioned by the author; arbitrary if it simply involved multiplying all
variables together or some variant thereof, and empirical if several model
structures were tried and the most predictive chosen.
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CHAPTER 3: TRANSFORMING VARIABLES

One of the most prominant aspects of instream flow models is the
transformation of data for physical variables into biological
suitability indices. The reason for conducting this type of data
transformation is to linearize physical variables with respect to
their Dbiological significance. This Chapter describes some of
the existing approaches to making these transformations and their
limitations.

WHAT IS DATA TRANSFORMATION?

Data transformation is a process which systematically alters the
numerical value of each data point, ideally, in a reversible way
without decreasing the information content of the set of data.
It can be done using recognizable mathematical functions, for
example taking the logarithm of each data point to generate a new
data set which is then said to be 1log transformed. A large
variety of standard numerical transformations of this type is in
common use (including taking the square root, the inverse, the
cosine, etc.) of each member of the original data set to produce
new transformed data set. The usual reason is to cause the
transformed data to be more linearly related to some response
variable than were the raw data, thus allowing a better fit using
linear regression techniques. TnsSotherift worid s s it Swhensesa
particular set of input data such as velocity measurements is
plotted against a response variable such as standing crop, it
describes a curved relationship rather than a straight line, then
linear correlation and regression techniques will show a poor fit
even though there may be a strong functional relationship between
the input and response variables. Any systematic transformation
of the values of either input or response variables or both that
increases in linearity of the relationship is desireable because
it will facilitate analysis using linear regression techniques.

BIOLOGICAL DATA TRANSFORMATION

Biological response variables often cannot be linearized
satisfactorily wusing a standard mathematical function, yet they
maly. Ssti il EEhaveiiSa st rongirel ationshipisto s asiparniti cularssinput
variable. The proper approach used in biological transformation
is to discover this relationship empirically and wuse it to
transform the input variable. This process is 1illustrated in
Figure 3-1.

Figure 3-1la 1is a scatter diagram of a hypothetical data set
showing the effects of water temperature on standing crop. There
is clearly a relationship between the two variables, but it is
not known how to transform the temperature data so that it will
be linear with respect @ to  standing® crop.. Consequently, ' the
relationship 1is described empirically by fitting a curve to it
(Figure 3-1b), in this case by using a 3-point running mean, but
the curve could have been fit by some other means or even by eye.
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Figure 3-1. The process of empirically transforming physical input variables into suita-
bility indexes that are linearly related to the biological output variable.
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Once the values of the curve are known they can be normalized to
a dimensionless suitability index ranging from O0-1 by dividing
all values by the maximum value (Figure 3-1c). The standing crop
data can then be plotted against not temperature as they were in
Figure 3-1la, but against the suitability index corresponding to
the temperature (found by using the relationship shown in Figure
3-1c) and the resulting plot (Figure 3-1d) will be much more
linear than the original data. The temperature suitability index
rather than temperature would then be used in any subsequent
linear regression model or linear equation describing the quality
of the habitat.

HABITAT SUITABILITY INDEX BIOLOGICAL DATA TRANSFORMATION

The simplest approach to biological data transformation is the
one used in most of the USFWS HSI models in which the basis for
the shape of the transformation curves are observations taken
from the literature. Figure 3-2 a, b, ¢ is a set of these curves
taken from the HSI Brown Trout Model (Raleigh 1982) and is
reproduced here to illustrate the fact that curves of a variety
of shapes are possible, some linear, some non-linear and some
step functions, and since the specific shape of the curves is |
conceptual, the specific shape of each of the curves 1is more |
closely related to the opinions of the modeller drawing them than
to any empirical data. -It is far preferable, however, to prepare
curves from a set of real data than by drawing conceptual lines.

DEALING WITH DATA SCATTER

Data suitable for making transformation curves rarely comes in as |
unscattered a form as shown in Figure 3-1. It is more common for
scatter diagrams of a Dbiological response variable plotted
against various input variables to have a great deal of scatter.
Figure 3-3 shows a typical data set of scatter diagrams of
biomass plotted against the 11 input variables used in the FWS
HS IS model for@cutthrioat  trout. For most of the variables there
1S Sttt e it faS a vy r el a titonShilip S andis conse guenit livh,s Yemp i rdcal

transformation of the type shown in Figure 3-1 would not result
in a relationship much more linear than the untransformed data. |
Nor does such a transformation in any way reduce the scatter of

the data.

To resolve this problem several different techniques have been
used and three of these are illustrated (using the tabular data
from Kellog et al. 1955) in Figure 3-4. Figure 3-4a shows the
approach wused by Li et al. (unpublished) in their attempt to
produce predictive suitability index curves for cutthroat trout
and coho salmon in Oregon. They simply drew a piece-wise linear
envelope around their scatter diagrams and justified it on the
grounds that only those points at the periphery of the envelope
were valid for modelling habitat because all the other points
represented samples from streams not at carrying capacity.
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Rational for Curve Description

Average maximum daily tempera- Average maximum water tempera-
tures have a greater effect on ture (°C) during the warmest
trout growth and survival than perfod of the year (adult,
minimum temperature. juvenile, and fry).

For lacustrine habitats, use
temperature strata nearest
optimum 1in dissolved oxygen
zones of >3 mg/1.

Suftability Index

The average maximum daily Average maximum water tempera-
water temperature during ture (°C) during embryo devel-
embryo development related to opment.

the highest survival of

embryos and normal development

is optimum.

Suitability Index

Average minimum dissolved oxy-
gen (mg/1) during the 1late
growing season Tow water
The average minimum daily dis- period and during embryo
solved oxygen level during development (adult, juvenile,
embryo development and the fry, and embryo).
late growing season that s
related to the greatest growth For lacustrine habitats, use
and survival of brook trout the dissolved oxygen readings
and trout embryos is optimum. in temperature zones nearest
Levels that reduce survival to optimum where dissolved
and growth are suboptimum. oxygen is >3 mb/1.
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A=c<150C
B=>150¢C

Dominant (> 50%) substrate
i type in riffle-run areas for
The dominant substrate type food production.
containing the greatest num-
bers of aquatic i{nsects f{s A) Rubble or small boulders or
assumed to be optimum for aquatic vegetation in
insect production. spring areas dominant, with
limited amounts of gravel,
large boulders, or bedrock.
Rubble, gravel, boulders,
and fines occur in approxi-
mately equal amounts or
gravel {is dominant. Aqua-
tic vegetation may or may
not be present.
Fines, bedrock, or large
boulders are dominant.
Rubble and gravel are f{n-
significant (<251).

Suitability Index

—
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o
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o
o
A
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The percent pools during late Percent pools during the late
summer low flows that s asso- growing  season low water
clated with the greatest trout perfiod.

abundance is optimum. 5 Y A
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%

Suitability Index

o
~N
A

Figure 3-2a. Typical biological transformation curves from a USFWS Habitat Suitability
Model showing the limited amount of data used to establish the shapes of the
curves (from Raleigh 1982).




Rational for Curve Description

The average thalweg depths Average thalweg depth (cm)
that provide the best combina- during the late growing season
tion of pools, instream cover, low water period.
and instream movement of adult
trout 1s optimum. A = stream width < 5 m

B = stream width > 5 m

Suitability Index

The average velocity over the Average velocity (cm/sec) over
spawning areas affects the spawning areas during embryo
dissolved oxygen concentration development.

and the manner in which waste

products are removed from the

developing embryos. Average

velocities that result in the

highest survival of embryos

are optimum. Velocities that

result in reduced survival are

suboptimum.

Suitability Index

" T i S

25 S0 75

cm/sec
Trout standing crops are cor-
related with the amount of Percent instream cover during
usable cover present. Usable the late growing season low
cover is associated with water water period at depths > 15 cm
2> 15 cm deep and velocities < and velocities < 15 cm/sec.
15 cm/sec. These conditions
are associated more with pool A = Juveniles
than riffle conditions. The B = Adults
best ratio of habitat condi-
tions 1s about 50% pool to 50%
riffle areas. Not all of a
pool's area provides usable
cover. Thus, 1t {s assumed
that optimum cover conditions
for trout streams are reached
at <50% of the total area.

Suitability Index

Average size of substrate be-

tween 0.3-8 cm diameter in
The average size of spawning spawning areas, preferably
gravel that is correlated with during the spawning period.
the best water exchange rates,
proper redd construction, and To derive an average value for
highest fry survival is use with graph Vi include
assumed to be optimum for areas containing the best
averagc-sized brook trout. spawning substrate sampled
The percentage of total spawn- until all potentfal spawning
ing area needed to support a sites are 1included or the
good trout population was cal- sample contains an area equal
culated from the following to 5% of the total brook trout
assumptions: habitat being evaluated.
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Suitability Index

o
~N
A
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The substrate size range Percent substrate size class
selected for escape and winter (10-40 cm) used for winter and
cover by brook trout fry and escape cover by fry and small
small  juveniles is assumed to Juveniles.

be optimum.

o
o

o
o

Suitability Index

o
~N

Figure 3-2b.




Rational for Curve

Description

The average percent vegetation
along the streambank 1{s re-
lated to the amount of alloch-
thonous materials deposited
annually in  the stream.
Shrubs are the best source of
allochthanous materials, fol-
lowed by grasses and forbs,
and then trees. The vegeta-
tional index is a reasonable
approximation of optimum and
suboptimum conditions for most
trout stream habitats.

The average percent rooted
vegetation and rocky ground
cover that provides adequate
erosion control to the stream
is optimum.

The average annual maximum or
minimum pH levels related to
high survival of trout are
optimum.

Flow variations affect the
amount and quality of pools,
instream cover, and water
quality, Average annual base
flows associated with the
highest standing crops are
optimum.

Pool classes associated with
the highest standing crops of
trout are optimum.

Average percent vegetation
(trees, shrubs, and grasses-
forbs) along the streambank
during the summer for alloch-
thonous input. Vegetation
Index = 2 (% shrubs) + 1.5 (%
grasses) + (% trees) + 0 (3
background). (For streams <
50 m wide). g

Average percent rooted vegeta-
tion and stable rocky ground
cover along the streambank
during the summer (erosion
control).

Annual maximal or minimal pH.
Use the measurement with the
Towest SI value.

For lacustrine habitats, mea-
sure pH in the zone with the
best combination of dissolved
oxygen and temperature.

Average annual base flow
regime during the late summer
or winter low flow period as a
percent of the average annual
daily flow.

Pool class rating during the
late growing season low flow
period (Aug-0Oct). The rating
1s based on the percent of the
area containing pools of the
three classes described below.

A) >30%8 of the area is com-
;}1sc¢ of first-class
pools.

8) >103 but <303 first-class
;bols or >50% second-class
pools.

C) <103 first-class pools and
<50% second-class pools.

Figure 3-2c
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Figure 3-3. Scatter diagrams of the untrans-
formed data versus biomass used
by Pearson and Bulkley (unpub-
lished) in their test of the
HEP/HSI cutthroat model.

A
17 17.8

Yo
()
b
V)
B
()
s
©
3
o
(7))
B
()]
Q
[72]
£
()
|
(o)}
)
2]
<<
=
o
m

i . 4 i
1.6 1.76 e 2.2 2.5
VEBETATIVE COVER (Closs.)

T T T T

13 T A 4

? L] 9 10
DISSOLVED OXVEEN (ws/ i)

T T T T

Se
.
. . L
L] Pl ..l‘
] .s
iy " i1 " A L i L L 1
1.3 1.6 1.9 2.2 2.6 2.8 3.1 B.4 3.7 4

BANK STABLLITY (Class.)




8 OMN~CrDIDO0Z 8 OMN~ICDIDOZ

8 OMN~ITDIDOZ

Figure 3-4.
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Three methods of fitting biological transformation curves (suitability indexes)
to standing crop versus velocity data. The top figure shows the drawing of an
envelope in the manner used by Li et al. (unpublished). The middle figure
shows the technique used by Layher (1983), grouping the data into bins, taking
the mean of the bins, then normalizing the means and drawing a line through the
means by eye. The bottom illustration shows the technique of fitting a 4th
order polynomial regression, as was done by Kelley et al. (1985) then normal-
ized to 1.0. The raw data are from Kelley et al. (1985) and were normalized by
us for this illustration.
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Figure 3-4b demonstrates the technique used by Orth and Maughn
(1982) and by Layer (1983) in the development of empirical HSI
models. The technique used is to segregate the data by velocity
categories (in this case we used 0.25 fps increments) and
calculate the mean value of each grouping. The groupings are then
normalized to 1.0, and a line fitted to them by eye.

Figure 3-4c shows the technique used by Kelley et al. (1985) on
these data. They fitted a polynomial (we used a fourth order
polynomial in this example) and then normalized the peak of the
polynomialétol50  toformian ST ‘curvel.

All of these techniques result in curves that resemble one
anoiherrii bt d it e s ins S na Tt el ar sy The only reproducible
techniquer vintthis allustration, ™ however, is the fitting rofl “a
polynomial. The other two approaches depend on judgement when
fitting the curve by eye and result in different curves when done
by different people. On some data sets quite substantially
different curves could be drawn, and it is common for authors
using the technique shown in Figure 3-4b to ignore large peaks if
they do not correspond to the authors conceptual image, and to
add peaks for the same reason. Figure 3-5 shows a sample of this
type ofififcurve it ting R firomt = llayert (119830 il ustrating  the
variability of fits common to this technique.

PRODUCING SI CURVES FROM FREQUENCY HISTOGRAMS

The “‘other  "type of .data ‘that has generally been used for
producing SI curves is frequency histogram data, usually based on
behavioral observations. This is the technique used in producing
probability-of-use curves (now called SI curves) for use with the
FWS HABTAT computer model. These data are collected in such a
way that a scatter diagram of the type shown in Figure 3-4 does
notioceurss Rather, a series of observations of fish is made and
the depth and velocity (and other features) at the location of
each observation is recorded. In order to convert these data to
a two dimensional plot for conversion to an SI curve the only
possibility is to plot frequency of observation since each data
point consists of a single observation. InEprioduciings  suchieea
histogram a decision must first be made as to how to combine the
data along the x-axis. If all the data were combined into a
single bin, there would simply be a rectangularly shaped graph
showing no graded level of suitability. If the data are not
combined together into bins at all, there would be a straight
line parallel to the horizontal axis. Consequently, the bin size
usediEmustEEbeadpurnposfulideci'siion " whichiy it #turns out, Mhas
consequences for the shape of the resulting SI curve. Figure 3-6
shows a typical depth-frequency histogram data set analyzed using
at  rangemsofi i hiniisiizeoroupings ficom f0K 28 feetitton L0 S tii T d ce ph
Notice that the highest resolution (0.2 ft) has several bins
which contain little or no data scattered throughout the set but
that as bin size 1is increased these empty bins disappear,
resulting in a smoothing of a line drawn between bin mid-points.
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Figure 3-6 includes a graph showing the different curves that
result if straight lines are drawn between the bin mid-points of
each of the histograms shown. There is a very large difference
in the resulting SI curve, depending on which bin size is used.
Similarly, if curves are fit by eye to each of the histograms
(smoothing out the artifacts introduced by empty bins) there is
also a substantial difference between curves produced using
various bin sizes.

This difference in curve shape, particularly in the steep parts
of the curve can make a very substantial difference 1in the
predicted amount ol . habitat and hence, instream flow
recommendation resulting from a model using the curve. Iitaits
important to realize, however, that there is no theoretical
reason to use one bin size over another. All of them produce
equally valid results, but with decreasing information content as
bin size is increased.

A related phenomenon 1is the effect of beginning the data
combining process at different values. s forsex amplie i ta1TS
decided to combine velocity data in such a way that 3 velocity
units are combined in each bin (e.g. velocities were measured to
the nearest 0.05 ft per second but bin size is established at
0.15 ft per second) then the point where the combining process
starts can have considerable effect on the shape of the curve.
Figure 3-7 shows the three possible histograms resulting from
such an exercise when the binning process starts on the lowest
value (top illustration), the second to the lowest value (middle
illustration), and the third from the 1lowest value (bottom
illustration). The three histograms have quite different shapes
and none is more correct or accurate than the others (except that
for the purposes of the illustration we simply eliminated the
lowest and second lowest values). Baldridge and Amos (1981) did
a similar exercise and argued that the correct grouping was one
which resulted in a monotonic function (one with no dips in it)
and minimized variability between adjacent bins, but concluded
that since no single grouping necessarily fit these criteria,
ultimately a biologist had to determine which grouping to wuse.
They did not specify what criteria the biologist should use,
however,  #'and ' thelrealiity Jfis thatithere s sare ¥no theoretically
correct criteria.

CONVERTING HISTOGRAMS TO CONTINUOUS FUNCTIONS

Once the histogram has been selected and formalized it is then
usually desireable to fit a continuous function to it for use as
an SI curve. This can be done using the techniques illustrated
in Figure 3-1 and 3-4, or variations of them. A technique we
have found useful for smoothing and eliminating dips is to apply
a succession of 3 point running means as illustrated in Figure 3-
8. Each time a running mean is applied the result is normalized,
and if another pass is desired, it is made on the normalized
results of the previous pass. In the example shown four
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successive running means were performed to meet the arbitrary
criterion of achieving monotonicity (lack of dips). The
continuous functions that resulted from connecting the midpoints
of the successive running mean histograms are shown in Figure 3-8
as well.

Another appr.oacht s tol fift thiing “iat iconti'nuousisfunctilon' S tossthe
histogram data 1is illustrated in Figure 3-9 in which a second
order polynomial (quadratic) function was fit to the same data
used in Figure 3-8. For data set 1 (Figure 3-9) no leading or
trailing zero values were included in the data set and the
resulting curve was nearly linear. For 'data set!' 2 a single  zero
value was added at zero velocity to force the function toward
zZero!l 'sulswabilliity s fat s zeror flaows Inadatasiset 3, leading and
trailing zeros were added to further constrain the function. For
this particular histogram a second-order polynomial does not
produce a very satisfactory fit. A third-order polynomial was
then fit and normalized (Figure 3-10) using the same approach
with better results, but still not a particularly good fit. In
Figure 3-4c the results of using a 4th order polynomial are
shown.

Generally we have found that better fits are achieved using
running means than using polynomials although other authors have
used alternative polynomial fitting technique with good results.
Gore and Judy (1981), for example, fit a 4th-order polynomial to
the cumulative frequengy distribution of their histogram data,
than took the first deriative of the polynomial and normalized it

thereby creating an SI durve. They also fit parabolic functions
to some of their data. Voos (1981) fit exponential polynomial
probability density functions to the data of Prewitt (1980) but
the data were quite scattered and it is difficult to judge the
benefits of this process.

A final curve fitting approach that may occasionally have merit
is to superimpose a continuous distribution, for example a normal
(Gaussian) distribution, on the histogram, based on the mean and
variance of the histogram peaks. This approach is illustrated in
Figure 3-11. By arbitrarily shifting the peak of the Gaussian
distribution to correspond to the highest bar of the histogram it
was, in this case, possible to produce a fit reminiscent of the
curves sometimes fitted to histograms by eye (see Figure 3-5).

PREFERENCE CURVES

Data collected as observations of the physical or chemical
environment at the location an organism is observed, may indicate
preference for the particular set of conditions or may simply be
reflective of the existence of those conditions where the
organism would be anyway. Since all of the suitability index
curves discussed above are predicated on the thesis that
organisms seek out preferred conditions and do better under them,
some authors have attempted to test their curves to satisfy
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Coulston 1985).




x
w
o)
z
>=
=
=l
@
<
E
)
77

Figure 3-10.

FITTING A CUBIC FUNCTION

YzA + BX +CX° + DX

T T T g 1 T i}

DATA SET 1

AN

ARLIAAARNARRRRRNNS

NARNRRRNRNN

%

1 1 1 1 1
§e9 108 ¢« 12 1.36 s

] 1 T

DATA SET 2

AR
MRRRRRRRRR

1 1
1106 1.2 1ia6 ] .&

INg

] T T

DATA SET 3

AR
CREIDIOANRN

P I L
4 1 1 1 1 Tl 1 1 1 1 1
0l oIS 03 0145 06 0B 0.9 IR0 "1.27 1.6 1.6

—4

VELOCITY (fps)
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themselves that the curves really do reflect preference, and
others have devised transformation techniques intended to delete
others have devised transformation techniques intended to
information not reflective of preference from the curves.

Shirvell and Dungey (1983) satisfied themselves that their
observations of depth and velocity at the locations of brown
trout did reflect preference because velocity and depth data
taken at random stream locations were distributed differently
than the depths and velocities where the fish were. As an
example, compare the histograms of velocity across transects fniea;
stream (Figure 6-10) with the velocities where fi'shitare =located
(Figure 3-11). The distribution of velocities in the stream
changes with discharge and becomes more evenly distributed as
discharges increase. Fish (at least the rainbow trout whose
velocity distribution is shown in Figure S mEtend CoMOCCUDY S
subset of the available velocities and consequently, can be
judged to be selective.

Is there any need for further manipulation of the data to convert
the wutilization histogram to a preference histogram? Some
authors have suggested dividing the utilization data for a
variable by the availability of the variable in the stream as a
means to eliminate any bias. (Baldridge and Amos 1981, Voos et
al. wundated). Figures 3-12 and 3-13 are examples of how this X
af fectsiithe s titlii za ti onsEcunv.es In Figure 3-12, normalized| ~
utilization data for velocity were divided by normalized velocity
distribution data (from Figure 6-10). Note that when the|
distribution of available velocities is strongly skewed toward
the left in the stream, as was the case at 5 cfs, the division
procedure shifted the preference curve to themir ilghitis o T aisthe
uti'lizationicurve. But under the more even available velocity
distribution occurring at 50 cfs, the utilization and preference
curves had similar shapes. Figure 3-13 shows the results of al
similar procedure on the same data. Three-point normalized
running means werer faitted to 'botht s the Wavailabiliity and
utilization data prior to making the division. Notice that in
this case also, the preference curve based on 5 cfs velocity
availability data is much different than that at SOMee st Note
that in these examples when utilization data had values of zero,~
we caused preference to have a value of zero as well, otherwise
the division would have caused the preference curve to go to
AnTinltye. This potential result can create extremely erratic
behavior, particularly at the tail end of the curves where there
may be little data. As a result, preference may artifactually |
appear highest where there 1is 1little habitat and 1itt1e(
utilization.

It .18 by @ no. meansiuclear . ithat (the' shift produced o =~ the
utilization function by division by the 5 cfs velocity data is an
accurate reflection of the true preference but it is quite clear
that the discharge at which the distribution of velocities in the

. b vy)fléé‘
stream is measured have a profound effect on the shape of the-— s
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preference curve. Although this procedure makes some intuitive
sense, as far as we know there is no published data indicating
that iiit" "has anyvi biologiicaltisignificance andi ing wiew svotes the
erratic results it can produce, it would seem that it should be
used only with extreme caution.

Another prioblem iwithssithisssapproach iis i sthestdi ficul ty sone
encounters in making a decision on where to measure the
distribution of velocities and depths in a stream. The problem
is most obvious in the case of spawning salmonids. We have
observed rainbow trout, for example, to be highly selective in
their choice of spawning locations, spawning only in a very short
segment of stream and ignoring miles of habitat much of which has
apparently identical depth, velocity, and substrate
characteristics. The fish are clearly being selective, but
division of the utilization data by velocity distribution data
throughout miles of wunused stream would be exceedingly
misleading, since some other factor has caused the selection.

Kelley et al. (1985) noted a similar situation with regard to
selection of spawning sites by chinook salmon. Although suitable
substrates, depths, and velocities occurred over much of the
river he was examining, the salmon only spawned in the riffes and
ignored similar habitat occurring in runs.

Another technique for correcting utilization data to reflect
preference has been suggested in a manuscript distributed by the
USFWS Instream Flow Service Group (Nelson 1984). This document
suggests fitting polynomial equations to both wutilization data
and. to ‘data® on'the distribution of velocity and depth ‘ini“the
stream, then subtracting the polynomial regression coefficients
of the availability data from those of the utilization data. The
intended effect of this procedure is illustrated in Nelson (1984)
with . plots 'which, however, '“do not reflect at all the actual
behavior of the equations they are supposed to be illustrating.
Nelson offers no justification for this procedure, and we have
been unable to see any merit in it.

BIVARIATE SUITABILITY INDICES

There has been some work toward producing bivariate suitability
indices using just depth and velocity, for use in the FWS HABTAT
model (Voos 1981, Voos et al. undated). This work has been done
in response to the kind of data shown in Figures 6-7 and 6-8,
from which it appears that fish do not select depth and velocity
independently of one another, but select suitable combinations of
depth and velocity. These bivariate suitability functions are a
logical first step toward the multivariate models which are
likely to be necessary to predict population dynamics, but so far
they have not received much attention, or been shown to produce

any more realistic results than the univariate models. '
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EMPIRICAL MODIFICATION OF SI CURVES

A potentially valuable technique, which as far as we are aware
has received no attention at all, is the empirical adjustment of
the shape of empirically derived SI curves. It lisErentirely
possible that models which use species-specific and 1location-
specific biological transformation curves could be made more
realistic by changing the shapes of the curves. Most of the work
that has gone into development of empirical depth and velocity
preference curves has been directed toward assuring that the
curves reflect the preferences of the resident fish (for example
Aceituno et al. 1985) or to increasing the precision with which
the actual velocities at the nose of the fish are recorded
(Studley, wunpublished). It may be, however, that although depth
and velocity affect fish populations, existance of the preferred
depths and velocities do not. Adjustment of the preference
curves specifically to increase predictability of standing crop
would be a 1legitimate activity, comparable to estimating
parameters in least squares regression models.

OTHER WAYS TO LINEARIZE DATA

When data linearization does not have much effect on the scatter
of data, other approaches have been tried, sometimes with good
success. Binns and Eisermann (1979) transformed all their input
data, but as can be seen from a comparison of the wuntransformed
and transformed values of five of their input variables (Figure
3-14) there is little increase in linearity. They then produced
new variables by systematically multiplying the various
transformed variables together, and, suprisingly to us,
discovered a combination of four decidely scattered input
variables which, when multiplied together, produced a remarkably
linear new variable (Figure 3-15). There are a wide variety of
strategies of this type available (see Draper and Smith 1981 or
any other textbook on regression analyses for examples). Instream
flow modeling may benefit from applying some of them.

SUMMARY

The object of transforming data to biological suitability curves
IS itoili llinearizedstheidatalas muchlittas & possiblesandis this eils
accomplished by making as good a fit to the data as possible,
regardless of the technique used. This can be done both by using
mathematical curve fitting techniques or fitting the data by eye.
Using some form of mathematical technique is preferable for two
reasons. Mirstiesite nesu ibss inaa S curvie “iwhich' il “already
mathematically described at the time it is fit, and does not
require subsequent digitizing to describe and use it. Second,
and more important, it removes investigor bias which is often
obvious 1in curves fit by eye, and results in a reproducible
curve. The utility of suchicurves,. though is lessi clear.. It is
possible that modifying the shape of the curves to increase
predictability would advance the usefulness of such models.
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An example of the generation of a new variable more strongly correlated with
the response variable by multiplying input variables together. Binns and
Eiserman (1979) took 4 transformed variables not strongly correlated with
standing crop (the 4 small graphs) and produced a new variable (F) strongly
correlated with standing crop (kg/km) shown in the large graph. Source of the
data in these plots in Binns 1979.
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CHAPTER : CHOOSING THE MODEL STRUCTURE AND
ESTIMATING PARAMETERS

The majority of the models and methodolgies reviewed in this
report can be expressed in the form of mathematical equations and
the structure of these equations varies from model to model.

REGRESSION MODELS:

Most of the standing crop models and a number of the habitat
quality models are linear regressions of the form:

Y = Po + p1V1 + p2V2 + p3V3 ...pnVn

where Y is the response variable
P, is the parameter (regression coefficient) associated
with each input variable, and
V, is the value of the input variables.

Models of this type are almost always formulated by collecting
data on both the response variable and the input variables and
then estimating the values of the parameters using linear 1least
squares regression methods. The term '"parameter' as used in this
report refers specifically to these numbers which become a
permanent part of the model and which are estimated from the
values of input and response variables in the data set wused to
formulate the model. They could -equally well be called
coefficients, and the information they contain is the relative
importance of a change in each of the input variables to the
ultimate value of the response variables. They can be negative
asiiiwe i asiEposititvesand s iif¥¥so, T indicates tthatt as i the s sinput
variable increases in value, the response variable decreases.

ESTIMATING PARAMETERS

The purpose of least squares linear regression or multiple linear
regression procedures is to estimate the most suitable values of
these parameters from the data available. For multiple 1linear
regression, which is necessary if more than one input variable is
to be used, the values of the parameters influence one another,
and if any of the variables is deleted and the least squares
procedure redone, the values of the parameters for the remaining
variables would change.

There 1is usually a hierarchy of importance that can be assigned
to the input variables with some contributing strongly to the
explanation of the variability of the response variable and some
haviings little effecti Most modelers prefer to omit variables
that have little effect on the descriptive ability of the model.
Various statistical criteria are available to serve as guidelines
as to whether to include a variable. Binns and Eiserman (1979),
for example included only variables which had a multiple
correlation coefficient (R) of 0.28 or greater. Rabern used
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Mallow's "CP" statistic; and it is common to set a value of the F
statistic (connoting significance), or the percent change in the
multiple correlation coefficient with an additional variable, as
criteria for including variables. Adding variables never
decreases the value of R, but the amount of improvement may not
warrant the effort required to use them. Sometimes modelers use
combinations of transformed and untransformed variables as well,
all with the intent of explaining as much of the variation as
possible.

Another technique frequently used is to take logarithms of some
or all of the terms resulting in models that are the equivalent
of exponential or power functions. Binn's and Eiserman's Model
II, for example is a power function but was arrived at by using
multiple 1linear regression to estimate the parameters on log-
transformed input and response variables.

EFFECT OF TRANSFORMATION ON MODEL OUTPUT.

As an example of the effects of some of these activities in
improving model performance, we have used the same data set used
by Binns and Eiserman (1979 - see Figures 3-14 and J=195)  “to
develop comparable models from raw data, biologically transformed
data, and biologically transformed data using new variables made
by multiplying old variables together.

Figure 4-1 is a scatter diagram of an index (which we called EA's
HQI) derived by subjecting all of Binns and Eiserman's raw data
to interactive stepwise multiple 1linear regression. The
inclusion of just two terms, nitrate nitrogen and percent cover,
explained 66 percent of the variability, and the additional terms
did not increase the value of R2 by more than one percent each,
and so were not included. Note that the regression was strongly
influenced by a single high value. It is potentially misleading
to include values that are quite different from the rest of the
data set, and all of the analyses using this data set, including
Binns and Eisermann's (1979) Model II, appear stronger than they
should Dbecause of this single high value. The value may be
correct, but the presence of only one variable in the upper and
right halves of the regression plots gives this single value a
disproportionate importance.

By using Binns and Eiserman's transformed (but not grouped) data
(gee.. Figures  3-<14 .apd. ‘3=-15)5 a multiple' linear regression
including nitrate nitrogen, percent cover, number of benthic
organisms per square meter and maximum annual flow minus minimum
annual flow (annual flow variation) produced an estimated
standing crop (termed a Habitat Quality Index in Binns _and
Eiserman's parlance) correlated with the actual one with an r2 of
0.78, explaining 78% of the variation ' in standing crop, an
improvement over the data which were not biologically transformed
(Figure 4-2). The single variable most strongly correlated with
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Figure 4-2.

transformed data.

EA’S MULTIPLE REGRESSION MODEL BASED ON BINN’S RAW DATA
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The results of the best two variable (% cover, nitrate nitrogen) multiple
linear regression model using some of Binns' (1979) untransformed data.

that although the model explains 66% of the variability of standing crop, it

appears to explain almost none of it below approximately 100 kg/ha. The
addition of % cover and velocity terms had < 1% improvement in the R2,
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The results of the best three variable (annual flow variation, nitrate
nitrogen, # organisms/mz) multiple linear regression using Binns' (1979)
Additional terms made almost no difference in the RZ.
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standing crop was the annual flow variation term which explained
40% of the variability of standing crop.

We then used the same biologically transformed and multiplied
variables Binns and Eiserman used in their Model II (but withou

log-transforming them into a power function) and achieved an r

of 0.93 indicating very little scatter around the regression
line, and a model that explained 93 percent of the variation in
standing crop (Figure 4-3). Not surprisingly, the F variable
(described in Figure 3-15) explained 88% of the variability by
itself, with 1late summer flow, annual flow variation and 1late
summer temperature having almost no effect at all. This is quite
different from the effects using the transformed or multipled
variables in which annual flow variation had the greatest effect.

Finally, for completeness, we log-transformed both input and
response variables and again ran a multiple linear regression to
duplicate Binns and Eisermann's Model II. In this case, the log
transformation decreased the correlation of standing crop with
the F variable to and'r2 of 0.80, but ultimately resulted in an
r4 of 097 It is important to note that although Binns and
Eisermann refer to the x axis of this regression as 'Predicted
Standing Crop!', iitE sl noth e and S thisiregressions@aoess 1oL
constitute a test or validation of the model. Instead the r2
value is merely a description of how well this model fits the
data from the 36 sites that were used to create it (Figure 4-4).

There are many manipulations that can be done with input data and
model structure to attempt to improve the discriptiveness of the
model. Binns and Eisermann's 1979 paper is the only habitat
quality oritsinsitream el owsmodel e that = has explored these
enhancements, and other models might be significantly improved by
following suit.

CONCEPTUAL MODEL STRUCTURE AND PARAMETER ESTIMATION

The structure of many habitat quality models is neither empirical
in the regression modeling sense nor mechanistic in the sense
that it '‘refllects  the way the "modellers: ‘thought = the" "terms
interacted. Therefore we have called these structures conceptual
rather than mechanistic.

Some of them are fairly simple and involve only multiplying the
transformed variables together much 1ike Binns and Eiserman
(1979) did for their F variable. The most prominant example is
the FWS HABITAT Model.

Others are more complex, for example Wesche's WRR1 Trout Cover
rating and Orsborn's Maximum Spawning Area Method. The most
complex are the FWS HSI models (identified in Table 2-1). These
use a variety of seemingly arbitrary combinations of arithmetic
means, and geometric means of as many as 20 input variables.
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The results of multiple linear regression using the same transformed variable
used by Binns and Eiserman (1970) in their Model II, but not log-transforming
them before applying the multiple linear regression model. Note that the
results are quite similar to the log transformed model settled on by Binns
and Eiserman (below).

BINN’S MODEL TESTED AGAINST THE DATA USED TO 6ENERATE IT

-

1 1
100 200 300 400 S00
BINNS HQI <(KB/HAR>

The results of Binns and Eiserman's (1979) Model II showing that there is
little scatter around a regression between modeled and actual standing crop.
Note that this type of graph does not constitute a test of the predictivness
of the model, since the data on the horizontal axis have been generated
partially from the data on the vertical axis. It does, however, show that
the model explains a large part of the variability and is therefore, highly
descriptive.
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For none of these conceptual models is there any discussion or
rationale iror s “the “particular structure ‘used,: and" 'since: '‘the
response variable is unmeasureable there is no direct way to test
the performance of the model.

It 1is also notable that these models generally are without
parameters (i.e. all wvariables have their parameters set
arbitrarily at 1.0) indicating the modellers assumption that all
variables have equal value. In one regression model the authors
(Nickelson et al. 1979) even changed all parameters to 1.0
because they said they had no biological meaning and did not
result 1in a unique solution to the equation. Since regression
modeling makes it abundantly clear that this is almost never the
case, it is surprising that there are not more attempts to assign
parameters conceptually.
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CHAPTER 5: DETERMINATION OF MODEL SENSITIVITY

An important aspect of instream flow models is their sensitivity
to changes in the values of input variables. There are several
general observations that can be made about model sensitivity.

SENSITIVITY AS A FUNCTION OF NUMBERS OF TERMS

The fewer variables in a model, the more sensitive the output is
to changes in any one variable. Models with few terms, such as
the FWS HABTAT model, produce a much greater response to
variation in one of their input variables than do models with
many terms such as the FWS HSI models. This has its good and bad
aspects. If one is only interested in the effects of one or a
few variables, then the decrease in model sensitivity caused by a
proliifftecattiion’ of “iterms 1sii undesirable tandis serves: only: to
interfere with predictiveness. But, if there are a number of
input variables contributing significantly to the response
variable, utilization of a smaller number is likely to render a
model less descriptive and less predictive.

An adverse aspect of using large numbers of terms is that they
can interact in non-intuitive amd ways that are difficult to
explain. This is particularly true for models which are entirely
conceptual in origin. As an example, we utilized one of the FWS
HSI models (Hickman and Raleigh 1982) as an instream flow model
by making up hypothetical functional relationships between
discharge and 7 of the 19 input variables that we thought would
vary with flow (holding all other variables constant). Figure 5-
1 shows the functional relationships. We then ran the model over
a range of discharges and obtained the curves shown in Figure 5-
2. The model behavior is not explicable from observation of the
input curves and the response variables as a function of
discharge. This example does show, however, that the HSI models
work fine as instream flow models, as long as one agrees with
their assumptions.

SENSITIVITY AS A FUNCTION OF LOCATION ON THE BIOLOGICAL
TRANSFORMATION CURVE

When biological transformation curves are used, they are usually
nonlinear and often change rapidly in suitability with discharge
atiparticularcifiliowss " For fexample, “in each fof the itransformation
(SI) curves shown in Figure 3-6, very large changes in response
(suditabllity) occur at 'depths in the range of 1-2 ft, and are
strongly dependent on the particular form of the curve accepted.
This is an important phenomenon in many instream flow modeling
efforts, because the most rapid changes in suitability curves
with discharge usually occur at the low flows that are likely to
be in contention, and the specific location of the curve can be a
critical 'part ot the analysis. Figure 5-3 is an example of the
change in the FWS HABTAT response variable (Weighted Usable Area)
as a result of systematically shifting one of the biological
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GREAT GAGIN CREEX - LATE AUGUST DISCHAROES Figure D=1 Made up environ-
mental variable curves for
test using FWS/HSI cutthroat
trout model as an instream
flow model. (Hickman and
Raleigh 1982)
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Figure 5-2. The cutthroat trout FWS/HSI used as an
instream flow model. (Three internal options are used).
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Parametric Variation of Suitability Index Curves
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Figure 5-3. An example of the sensitivity of Weighted Usable Area (using the FWS HABTAT
model) to shifts in the velocity suitability index. This effect {s stream-
specific and can be quite pronounced with any SI curve.
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transformation curves,to the left. In this example, the location
of the peak of the WUA curve shifted to lower discharges while
the absolute magnitude of the WUA index also fell. In some
streams the effect would be more pronounced and in others less
pronounced, but would always occur and ist worth exploring il
there is doubt about the appropriate location of the leading edge
of one of the SI curves.

A typical situation casting doubt on the leading edge of this
type of curve is a preference of smaller fish for shallower, 1less
rapid water. If the fish in the stream in question are smaller
than the fish for which the SI curves were generated (as can
happen as a result of elevation or productivity), the true Sl
curve is likely to be shifted to the left, and would thus result
in a lower instream flow recommendation.

SENSITIVITY RESULTING FROM INTERACTION BETWEEN INPUT VARIABLES

Figure 5-2 is a good example of an unexpected large sensitivity
of the response variable over a small range of discharges. The
inverse situation is one in which the changes in one input
variable cancel out the effects of the changes of another,
resulting in little change in the response variable with changes
in discharge. Figures 5-4 and 5-5 show the changes in velocity
and depth suitability associated with discharge (resulting from
the changes in depth and velocity distributions shown in Figures
6-9 and 6-10 transformed using the original curves in Figure 5-
3). These are shown as means with 95% confidence I i'mi s asia
function of discharge in the top two graphs of Figure 5-6. As
discharge goes up, velocity suitability first increases then
decreases, but depth suitability continuously increases. When
depth and velocity suitabilities are multiplied together for each
data point (point on a transect) as functions ofidi'scharigesas
they would be if entered into the FWS HABTAT model, the increases
in suitability of depth with discharge counterbalances the
decreases in velocity suitability resulting in a fairly stable
response variable. A similar response in Weighted Usable Area
along with similarly derived confidence intervals, is shown in
Figure 5-7 for a different stream.

SENSITIVITY AS A FUNCTION OF THE AMOUNT OF INPUT DATA REQUIRED

Models that use a single datum (such as Tennant's Montana Method)
or a few data points such as many of the models using just Basin
or Discharge variables, are quite sensitive to variations in the
input. Models that use a great deal of input data, such as those
based on measurements of variables at many points along
transects, are much less susceptable to indiviidua S Se nTOr Sy
because random errors have an opportunity to balance one another
out. In order to test the sensitivity of the IFG4/HABTAT model
to random errors in depth and velocity measurements, we conducted
a Monte Carlo simulation by introducing normally distributed
random variation into individual depth and velocity measurements
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Figure 5-4. Frequency distribution of velocity suitability
at transect measurement points at discharges from 5 - 50
cfs. The data are from a small Sierran stream and show an
interesting increase followed by a decrease in the number
of highly suitable areas as discharge is increased.

N\

5 -
= Z
L -
; %
i %/

%%%?%%%%f

I
0.1

VEL vs FREQ! 60cfs
2

-

3238882883828

MV

%%%%%%%%ﬁ

VELOCITY SUITABILITY




Figure 5-5. Frequency distribution of depth suitability
at transect measurement points at discharges from 5 to 50
cfs. The data are from a small Sierran stream.
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Typical Distribution of Depth and Velocity Suitabilities
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Figure 5-6. Means and 95% confidence limits of depth and velocity suitabilities (from
Figures 5-4 and 5-5) and their product, showing that as a result of the shapes
of the biological transformation curves, declines in velocity suitability are
counter balanced by increases in depth suitability with increasing discharge.
This effect is stream-specific.




Figure 5-7. Plot of Rainbow trout adult weighted wusable
area (ft2 per linear ft of stream) showing mean and 95%
confidence intervals. The confidence intervals shown are
derived not from stochastic variation in the WUA, but from
the distribution of depths and velocities at the
measurement points along the transects. Rather than
indicating the range within which one can be 95% confident
of finding the true WUA, at a particular discharge, they
show  the’ ‘range  lof@e WA copresponding = to 95k o the
measurements.
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at a large number of points along ten transects. Depth was
varied+10% and velocity was varied +30%, which we thought was as
large an amount of random error as was likely to occur in a field
situation. The entire data set was subjected to this normally
distributed random error 10 different times, and then run through
the FWS IFG4 simulation model and the HABTAT model to produce 10
different plots of Weighted Usable Area versus discharge. At
each discharge modeled, the 95% confidence interval was plotted
and the results are shown in Figure 5-8. Even using large random
errors, the 95% confidence intervals of Weighted Usable Area
remained tight, and both upper and lower limits retained the
shape of the mean curve. This stability is probably a direct
result of the large number of input variables.

ERROR RESULTING FROM COMPUTER MODEL INCONSISTENCIES

Sanford (1984), in an intensive analysis of potential sources of
[ error and their effects on the output of the IFG4/HABTAT model,
notes that the IFG4 hydraulic model calculates discharge
utilizing the standard USGS mid-section method in which '"mean
velocity and depth measurements are assumed to represent an area
that extends halfway to the preceding and following verticals",
but the HABTAT model uses the mean section approach in which
"velocities from adjacent verticals are averaged to calculate a
cell's average velocity and the product of mean velocity and
cross-sectional area computed to obtain subsection discharge.
Discharges computed by the mean-section method will always be
equal to or less than those obtained by the mid-section technique
(Savini and Bodhaine 1971)" and the discharges computed by the
HABTAT and IFG4 models "often differ by as much as seven
percent", resulting in potentially large errors in prediction of
WUA.
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Figure 5-8.

Monte Carlo Variation of Velocity and Depth
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A Monte Carlo analysis of the effects of stochastic variation in velocity and
depth on the Weighted Usable Area output of the IFG4/HABTAT model. The suita-
bility indices used are shown at the top. The depth and velocity data that was
varied is shown in the middle graphs (after IFG4 simulation), and the 95%
confidence intervals of ten stochastic variations is shown at the bottom. The
stability of the model is probably attributable to the large amount of input
data.
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CHAPTER 6: VALIDATION OF INSTREAM FLOW AND HABITAT QUALITY
MODELS

There are several levels at which the validity of the models
reviewed here can be examined. The most rigorous level is a test
of whether a model accurately predicts a measurable response
variable. The hydraulic simulation models and standing crop
models are susceptable to such testing.

A second, 1less rigorous, level of validity testing consists of
examining whether the response variable is correlated with, but
not predictive of, a measurable response variable. Depending on
the intended use of a model, this might be considered sufficient.
For example, if the model output is a curve (such as wetted
perimeter or Weighted Usable Area versus discharge) and the
criterion for determining an appropriate instream flow is a
relative point on the curve (the "inflection" point in the case
of wetted perimeter, or the flow which maximizes habitat, or some
other identifiable point, in the case of WUA), then a model might
"pe judged valid if a measurable variable such as fish standing
“lcrop is found to be correlated with, but not predicted by, the,
response variable. Buth, #e it "iis S veryaimportantstosnote that,yq
| correlation does not imply causality. The presence of such |
| correlations indicates that the model is descriptive of the | "
standing crop, but does not show that changing a stream gh“”
| condition, such as discharge, would alter standing crop. \

A third, much 1less rigorous, validation and one to which we
hesitate  to refer to as s validation at all, is the testing .of
the unmeasurable response variable of one model versus the
unmeasurable response variable of another model. Ehis@Eei s asthe
approach that was wused in the Methodology Evaluation Studies
commissioned by the U.S. Fish and Wildlife Service to examine the
relative oututs of the Montana Method (Tennant 1985), the
IFG4/HABTAT and WSP/HABTAT methods, and any local or statewide
methods also in use. Such a comparison does not get any closer
to discovering the validity of any of the models, but may
increase satisfaction with the simpler (less expensive) ones if
their results are identical to the more complex ones. (These
evaluation studies, it should be noted, were not intended as
validation studies, and a major goal was specifically to compare
costs of various models and to find out if the results of the
simpler ones were similar to the more complex ones) .

There has been a variety of model testing at all three of these
levels, and this chapter is a review of the results.

VALIDITY OF MODELS USING BASIN VARIABLES
There are two reasons to incorporate or to rely entirely on
basin-wide input variables in an instream flow model. The first

ilst S the W illack oft obtherifinformatiions All basin variables can be
obtained directly from maps and are thus nearly always available
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in the absence of any other information about a stream. The
assumption in using them as surrogates for stream-specific infor-
mation 1is that the discharge and hydraulic characteristics of
streams in a basin are entirely determined by basin-wide features
such as drainage area, elevation, and gradient. It may turn out
to be true in some places and if so, may make basin variables
quite attractive. We have not seen any data supporting this
concept, however.

The second reason to wuse them is that in models predicting
measurable response variables such as standing crop, certain
basin variables such as elevation, may be extremely important.
Thus, wusing them as part of regression equations where they are
conceptually appropriate as was done by Taylor (1980) 1in his
riparian vegetation model and by Rabern (1984) in his fish
population models, makes good sense and may be necessary to

account for the variability among sites. | J/
L sdadts

There is not much evidence that any of these models are valid for
predictive purposes. A

VALIDITY OF MODELS USING DISCHARGE VARIABLES

Five of the models presented use a single discharge variable as
the sole criterion for minimum ingtream flow, and they are all
different. Annear and Conder (IZi}) advocate a maintenance flow
consisting of either the mean nual flow or twice the mean
annual flow 1less either the smallest statistically detectable
difference from it or twice the smallest statistically detectable
difference; Geer (1980) recommends the 6-month mean monthly flow
for the period of record with separate recommendations for the
summer and winter months; Larsen recommends the 25-year median
daily flow; the NGPRP (1974) recommends the flow exceeded on 90
percent of the days in each month for the period of record ex-
cluding atypical months; and Tennant (1975) makes no recommenda-
tion, but implies that 30 percent of the average annual flow
would be good. One other for which we did not produce a Methodo-
logy Summary Form, is Chiang and Johnson (1976), who recommended
a flow equal to the lowest flow which lasts for seven consecutive
days once every 10 years. None of the methods offer any real
basis for their recommendations, so it is difficult to judge
their relative merits or validity.

The greater the period of time over which the central tendency
(mean or median) is determined, the less responsive the recom-
mendation will be to seasonal fluctuations. Tennant's method
using average annual flow and Larsen's 25-year median flow are
therefore, much 1less likely to be correlated with natural sea-
sonal flows than is Geer's 1980 use of six month mean minimum
flows, which in turn is less likely to be correlated with natural
seasonal flows than is the NGPRP (1974) use of monthly 90 percent
exceedence flows. It is quite likely that some of these recom-
mended flows will exceed the unregulated flows in some systems.
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It is interesting, however, that the recommended flows resulting
from wusing discharge variables alone may be similar to those
using more complex methods. Hilgert (1981), for example, com-
pared the results of using several discharge variables as cri-
teria for monthly recommended flows and using the much more
complicated USFWS WSP/HABTAT model. He obtained 1identical
results using the median (50% exceedence) monthly flow and the
flow he recommended (without explaining why) based on the WSP/-
HABTAT method (Figure 6-1). The result was characteristic of
most of the streams he studied. We also plotted the 90% exceed-
ence flow (the NGPRP 1974 criterion) and mean monthly flow (30%
of which would be conceptually similar to Tennant's criterion)
against the WSP/HABTAT output with much less good correlations
(Figure 6-1).

Horton and Cochnauer (1980), on the other hand, interpreted their
WSP/HABTAT data to recommend flows that are identical to 30
percent of the mean annual flow (the usual criterion of the
Tennant Method) (Figure 6-2). Interestingly, use of the WSP
hydraulic model 1instead of the IFG4 hydraulic model, produced
recommended flows strongly correlated with, but about half the
absolute value of the 30% mean annual flow. hi s & i st
particularly surprising result, since the IFG4 and WSP hydraulic
simulation models are simulating the same thing and should
produce identical results.

One might conclude from these two data sets that there is nothing
to be gained from using the IFG4/HABTAT or WSP/HABTAT, instead
using a simple discharge criterion. But since neither Hilgert
nor Horton and Cochnauer describe how they converted the output
of the IFG4/WSP/HABTAT models to recommended flows, and since the
discharge statistics used by Hilgert (median monthly flow) was
quite different from that used by Horton and Cochnauer (30% mean
annual flow) and the results with the IFG4/HABTAT model were
different from those using the WSP/HABTAT model in both studies,
1t s da b et St o lknowithow! toldecide whilch® of "the fecritenia " iis
the appropriate one and how to implement it.

In a similar vein, Nehring (1979) compared Tennant's 30 percent
average annual f<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>